# Abstract

Distributed Ledger Technologies like blockchain has emerged as a promising area of research in academia and business. Its tamper resistant nature combined with other properties such as immutability, transparency and byzantine fault tolerance make it particularly interesting for applications in Finance, Internet of Things, Supply Chain Management, and Cloud Storage.

In this thesis, we first introduce the basics of blockchain and its related terminologies. Then, we highlight some of challenges faced by this promising new technology along with some potential solutions to those problems. After which, some choice examples of blockchain applications are presented. Next, we focus on the Ethereum blockchain, IPFS and Raiden Network and explore their potential in building new decentralized system for Supply Chain Management and Shipment Tracking.

As part of this thesis, a novel decentralized Supply Chain Management System was designed, implemented and tested. The design of this system was realized using the Ethereum blockchain and was evaluated under various scenarios designed to simulate real world application and usage. Its design has several key advantages over traditional systems. It is secure against distributed denial of service attacks (DDOS) and has additional advantages of being trustless, autonomous, transparent and censorship resistant.

# Introduction

\textit{“Blockchain is a continuously growing list of records, called blocks, which are linked and secured using cryptography. Each block contains typically a hash pointer as a link to a previous block, a timestamp and transaction data”} \cite{wiki:001}. It can serve as a distributed ledger that can record transactions without a central server or trusted third party. The transactions are available to all parties and are easily verifiable. It is inherently resistant to data tampering as altering data in any one block breaks the chain and requires that all subsequent blocks be calculated again using the new data. Technical details of blockchains are discussed in chapter \ref{Blockchain}, however for a high level overview please refer to figure \ref{fig:blockchain}. Notice that each block has a unique signature or hash and is linked to previous blocks through its hash. Blockchain has the power to revolutionize how business is conducted in digital age. Some are calling it the most important innovation since the development of the internet and the world wide web. The proponents of this technology believe that it will fundamentally transform the web itself. Internet of tomorrow will be powered by decentralized applications or Dapps \cite{misc:020}. The first blockchain was Bitcoin, it was invented by a person or group of persons known only by the pseudonym Satoshi Nakamoto. Bitcoin is a form of peer-to-peer electronic cash designed to transfer value between two parties without involving banks or other financial institutions. It was the first to solve the double spend problem in digital currency. Bitcoin paved the way for exponential growth in crypto currency market which together with other Altcoins is worth over 120 billion dollars at the time of writing. The underlying technology which powers Bitcoin, Ethereum and other crypto currencies can be used for much more than just transferring X amount of coins from Person A to Person B. Researchers are employing blockchain technologies to increase efficiency and reduce costs in industries such as Supply Chain Management, Internet of things, Banking and Finance just to name a few.
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\caption{High Level Overview of the Blockchain}
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The proponents of this technology claim that it is just beginning to show it usefulness. They claim that it will revolutionize our world and disrupt existing setups and processes. It is said that its impact will be similar if not more than that of the world wide web on our lives. Only this time it will not only impact everyday people and businesses but completely change the web itself as well. The move towards decentralized applications or Dapps and web 3.0 has already started. (search Dapps and web3.0 to better describe this line)

## Blockchain Types

Blockchain technologies have experienced rapid growth in the recent years. The rapid pace of innovation has given rise to new models, paradigms and technologies in this sector. We now have multiple competing blockchain networks and solutions jostling for different segments of the market. There is Monero and Zcash focusing on privacy oriented solutions employing technologies like ring signatures \cite{paper:008} and zk-SNARKS. Others like Ripple and Hyper Ledger are tailoring their solutions for specific segments of the market like banking and enterprise. This accelerate pace of innovation has ignited a fierce debate in the community as to what can and cannot be classified as a blockchain. The classification schemes consider range of factors including design and architecture of the underlying blockchain protocol. In the paper presented in \cite{7930224} the authors classify blockchain systems based on their architecture and the level of decentralization i.e. Fully Centralized, Partially Decentralized, and Fully Decentralized. Most publications and experts however, classify blockchains into two broad categories: Public or Permissionless Blockchains, and Private or Permissioned Blockchains \cite{misc:017}. This classification is useful as it uses a range of functional and non-functional properties of blockchain systems for categorizing them.
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\begin{table}[h]

\begin{tabular}{|l|l|l|}

\hline

& \multicolumn{1}{c|}{\textbf{Permissionless Blockchains (Public)}} & \multicolumn{1}{c|}{\textbf{Permissioned Blockchains (Private)}} \\ \hline

\textbf{Network Access} & Any one can join the network & Only authorized participants can join \\ \hline

\textbf{Minning} & Any one can produce new blocks & Authorized block producers \\ \hline

\textbf{Decentralization} & Fully decentralized system & Can have limited to no decentralization \\ \hline

\textbf{Speed} & Slower compared to private blockchains & Faster \\ \hline

\textbf{Transparency} & Fully transaparent & Customizable level of transparency \\ \hline

\end{tabular}

\caption {Permissioned vs Permissionless Blockchains}

\end{table}
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## Permissionless Blockchains

Permissionless or Public blockchains are highly decentralized networks that value decentralization and censorship resistance above everything else. Permissionless systems allow any person or entity to interact with the network or run smart contracts \cite{arXiv:1806.03693}. Every participant has equal rights to create, send, and view transactions. They can even choose to become block producers or miners and verify transactions in order to append them to the blockchain. Bitcoin was the first public blockchain and a realization of a vision outlined by Satoshi in his white paper \cite{paper:001}. He identified decentralization, censorship resistance and distributed trust as the most important factors for the success of the peer-to-peer digital cash protocol he proposed.

### Decentralization

Public blockchains are usually highly distributed and decentralized. This makes the network censorship resistant and harder to attack and bring down by any one entity.

### Consensus Mechanisms

Decentralization is achieved at the cost of higher complexity hence public blockchains requires sophisticate consensus mechanisms. There are two main types of consensus mechanisms: Proof of Work [\ref{PW}], and Proof of Stake [\ref{PS}]. The process of reaching consensus and extending the blockchain is known as mining. Any participating node can run the mining software in order to verify transactions and extend the blockchain \cite{arXiv:1806.03693}, \cite{misc:017}.

### Block Producers

Any node can choose to become a block producer or miner. Public blockchains usually employ a crypto economic model where by miners are rewarded using network assets or tokens \cite{paper:001}.

### Privacy

Without a central entity or coordinator transparency becomes an important feature for the participants and miners in order for them to trust the system. This transparency is often achieved by sacrificing some degree of privacy. By default, all transactions and data in a blockchain is public and can be easily accessed with the help of any block explorer.

## Permissioned Blockchains

Permissioned or Private blockchains are sometimes also referred to as private blockchains. It is a closed echo system where participants need permission from an administrator or special node to interact with the ledger. Only preapproved nodes or block producers can verify transactions and run smart contracts \cite{arXiv:1806.03693}. Participants place some level of trust in these block validators or administrators. Permissioned blockchains can be run by members of a consortium in order to increase transparency and efficiency of inter organizational processes. They allow organizations to have better control over proprietary data while facilitating trusted exchange of secure information across organizational hierarchy \cite{arXiv:1806.03693}, \cite{misc:017}.

### Decentralization

Permissioned systems can have varying degrees of decentralization. They can be fully centralized or partially decentralized. Systems like Hyperledger fabric allow fine grained control over governance models and the level of decentralization. In the end the level of decentralization in permissioned systems depends upon many factors including number of participants, their relationship with each other, degree of required fault tolerance, business rules and consensus algorithms participants agree on \cite{arXiv:1806.03693}, \cite{misc:017}.

### Consensus Mechanisms

### Permissioned blockchains usually do not need to run complex consensus algorithms. They can run simplified consensus mechanisms. This coupled with the fact that only a limited number of nodes are responsible for producing new blocks helps them become more efficient and scalable \cite{arXiv:1806.03693}, \cite{misc:017}.

### Block Producers

Private blockchains can set out criteria for participants to become block producers. These criteria can be based on certain business rules or participating nodes might be required to meet special conditions in order to become block producers such as demonstrating certain capabilities like minimum hash power, or having possession of certain assets etc. Unlike public blockchains block producers are not rewarded with network assets rather they work together to increase efficiency, reduce business costs and boost productivity \cite{arXiv:1806.03693}, \cite{misc:017}.

### Privacy

They can offer fine grained control over transaction visibility as opposed to public blockchains where basically any one can view any transaction by simply querying the blockchain or using a block explorer. This is a huge incentive for organizations to use permissioned blockchains as they might wish to prevent unauthorized disclosure of sensitive information \cite{arXiv:1806.03693}, \cite{misc:017}.

## Motivation

Blockchain has exploded as the technology of the future for several industries including cross border payments, peer to peer transactions, regulatory compliance, healthcare and supply chain management \cite{misc:021}. It provides a tamper proof immutable ledger which can be particularly useful in tracking goods and services as they move and change hands across borders in the supply chain. It enables new and innovative means of organizing and tracking data. In the modern era industries are highly interconnected through complex supply chains with their partners and suppliers across the globe. The success of a supply chain depends upon the integration and coordination of all of its participants. Consider the example of an Airbus A380 which is made up of four million individual parts and is built in six different sections in plants around Europe. Its wings are manufactured in Wales, the fuselage comes from Hamburg, Germany and the final assembly takes place in Toulouse figure \ref{fig:Airbus}. This cross border and federated model of manufacturing is possible only through just-in-time manufacturing and supply chains. Airbus and other multinational companies depend on JIT to ensure that their products and services are competitive in the global market. JIT processes depend upon sophisticated supply chain management and Inventory tracking systems to maximize cost-efficiency and minimize delays. Transparency, efficient communication and quick dispute resolution are key to the success of any supply chain. Traditional supply chain management systems are mostly centralized and siloed inside organizational structures. These systems are highly dependent on human actors to update the state of the system. This can lead to side effects such as increased complexity, reduced efficiency, and human errors.

Blockchains can offer numerous benefits for streamlining processes and increasing transparency across the supply chain. Coupled with Smart Contracts and IoT, supply chain can become one of the killer applications of the blockchain. Smart Contract platforms such as the Ethereum can use tracking data to automate various functions and events in the supply chain life cycle. Ethereum’s distributed ledger also provides total transparency to all parties involved. By increasing automation within supply chain processes they can reduce complexity and eliminate errors and delays. Some of the key benefit of blockchains in the context of SCM are follows:

### Transparency

Its shared ledger enables all stakeholders to have the same view of the data stored on the blockchain. Transparency is greatly increased due to everyone having real time access to the same data.

### Traceability and Compliance

Every transaction recorded on the blockchain is cryptographically verified. This increases traceability, reduces chances of fraud and counterfeit products, and helps to increases compliance for exisiting products.

### Security

Any system built on the blockchain is by design highly secure against DDoS and single points of failure. Each transaction on the blockchain is replicated across multiple nodes on a distributed ledger. Each block links to a previous block hence any attacker wanting to modify data in any block will need to modify all subsequent blocks as well.

### Trust

Most traditional SCM systems allow participants a very limited view throughout the supply chain life cycle. Usually participants only have access to information necessary to successfully realize the next process of the supply chain. This creates information asymmetry between different stake holders. Decentralized blockchain based SCM systems can allow participants to have same view of the entire system and hence reduce information asymmetry and increase trust.

## Thesis Objective

The primary goal of this thesis is to design and develop a secure and decentralized supply chain management and tracking system. The state of the art for this system will be a smart contract for monitoring supply chain cycle under strict conditions and a decentralized application designed to interact with the smart contract in order to automate supply chain processes. In order to realize this system following questions and issues must be addressed:

1. Which blockchain platform is best suited for development of this system?
2. How to reduce complexity and increase automation in supply chain processes?
3. Is it possible to improve or enhance the blockchain security model by using post quantum signatures?

The exact requirements and design of this system based on a well quantified use case scenario is presented in chapter 5.

# Blockchain: Technical Primer

In this chapter some of the technical concepts and terminologies related to blockchain are explained. This technology allows participants to transact with each other using a peer-to-peer network that guarantees censorship resistance, immutability, transaction finality, and protection against double spend attacks. In order to better explain how it works figure \ref{fig:bc-workflow}. Alice wants to transfer two bitcoins to Bob. She uses her private key to creates a signed transaction for transferring these coins to Bob. Every user in the network has pair of keys; a public key that serves as their unique identifier or address and a private key for signing transactions section \ref{AC}. The signed transaction is broadcast to the bitcoin network where it waits until it is picked up by a special node called a miner. The miner verifies transaction signatures and batches pending transactions into blocks. Each block carries the hash of the one that came immediately before it. Next step is to calculate the hash of the entire block and append it at the end of the blockchain figure \ref{fig:bc-workflow}. Blockchain protocols have built in consensus mechanism to ensure that peers always agree on only one longest chain section [\ref{Mining}]. Blockchain is not just a technology it is actually a systems and like most systems it is composed of individual components which come together to make the whole. The next few sections explain the important building blocks or sub components of the blockchain system.

system.

## Distributed Ledger Technology

Distributed ledger Technology refers to a shared and distributed database replicated across members of a peer-to-peer network. Each member of the network receives the same copy of the data. New data can only be added to the ledger when consensus is achieved among the members. Consensus rules and mechanisms [[\ref{Mining}]] may vary from network to network. These rules are designed to ensure that data on the ledger remains synchronized across network participants. Blockchain is a special type of distributed ledger where cryptography is used to achieve consensus and ensure transaction authenticity. Information stored on the blockchain is immutable i.e. once recorded it cannot be altered. Blockchain is not the only structure used for DLT. IOTA and Hashgraph have successfully employed Directed Acyclic Graphs (DAG) \cite{wiki:002} for creating their DLT.

## Asymmetric Cryptography

Asymmetric or public key cryptography is an important building block of any blockchain network. This cryptography technique relies on a pair of keys: A public key which is widely available or shared with everyone, and a private key which is only known to the owner. These two keys are mathematically related to each other, in that one key usually encrypts and the other key is used for decryption. If the private key encrypts only the corresponding public key can decrypt and vice versa \cite{wiki:004}. Public key cryptography is widely employed for:

**Public key Encryption:** is an encryption technique where data is encrypted using senders public key. The recipient can only decrypt the data and read the message if he is in possession of the corresponding private key \cite{wiki:004}. Encryption guarantees confidentiality. Encryption function $Encrypt(m,pk) \rightarrow C$ takes an arbitrary length plaintext and converts it to cipher text using the recipients public key. The recipients applies the decryption function $Decrypt(C,Sk) \rightarrow PlainText$ to decrypt the encrypted message using his secret key.

**Digital Signatures:** based on public key cryptography are used in a number of applications including blockchain. Data or message is signed with sender’s private key. Anyone can verify the message signature using the corresponding public key. In Bitcoin, Ethereum and other blockchain networks digital signatures are used to guarantee authenticity, integrity and non-repudiation \cite{wiki:004}.

### Digital Signatures

Digital Signatures are an important building block of most cryptographic protocol and security systems. They are used for guaranteeing data integrity, authentication, and non – repudiation. Data Integrity means that the receiver can have confidence that the data was not altered during transit. If the message has a signature attached the receiver can calculate the signature on the message to see if it matches the signature attached with the message. Authentication guarantees that the message came from authenticated source i.e. sender of the message is in fact the one holding the private key that signed this message \cite{Rivest:1978:MOD:359340.359342}. Non – repudiation means that the sender cannot deny that he sent the message if it is correctly signed. A digital signature scheme includes a digital key generation algorithm, a secure signing algorithm and a secure verification algorithm. The key generation algorithm $G$ generates public/private key pairs. It is given by $G:keyGen(1^n) \rightarrow (Pk,Sk)$. The secure signing algorithm $S$ is given by $S:Sign(sk,m) \rightarrow \sigma$, and the verification algorithm accepts or rejects the signatures, it is given by $V:Verify(pk,m,\sigma)=\{0,1\}$ \cite{Lysyanskaya:2002:SSA:936405}. For correctness S and V must satisfy:

\begin{equation}

Pr [ (pk, sk) \leftarrow G(1^n), V( pk, m, S(sk, m) ) = accepted ] = 1 \cite{Lysyanskaya:2002:SSA:936405}

\end{equation}

Digital Signatures were first introduced by **Rivest, Shamir and Adleman** in their paper \cite{Rivest:1978:MOD:359340.359342} as part of the RSA digital signature scheme. This algorithm uses public key cryptography to sign message digest \cite{Rivest:1978:MOD:359340.359342}.

### Digital Signatures and Digital Wallets

Digital Signatures are used in blockchain to verify the authenticity of a transaction. Transaction is generated using a program known as digital wallet. Digital wallets keep track of user balance and helps them transfer coins to other users. In essence a digital wallet is the private key of that user. The wallet program signs transactions using some digital signature algorithm. Bitcoin and Ethereum use Elliptic Curve Digital signature algorithm for signing transactions. The wallet program regularly queries the blockchain to get number of coins assigned to the user’s private key. Figure \ref{fig:bc-sig} shows how digital signatures are used in the blockchain. Alice generates a signed transaction for transferring 1 btc to Bob. This transaction is broadcast to the network where it is picked up by a miner. The miner verifies Alice’s signature using her public key. If the signature is verified the miner updates the blockchain ledger with new balances for Alice and Bob. This process is explained in detail in \ref{Mining}.
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\caption{Digital Signatures in Blockchain}
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## Cryptographic Hash Functions

Hash functions underpin most cryptographic primitives of modern security applications. Hash Functions are used to calculate fixed length hashes for variable length data. Formally a hash function $H:\{0,1\}^\* \rightarrow \{0,1\}^n$ is computed as $ \mathcal{H} = (H,KGen) $, where $ KGen(1^n) $ outputs a fixed length byte string $ H(m) \text{ }\epsilon\text{ } \{0,1\}^n $ given a variable length message m, such that $m \text{ }\epsilon\text{ } \{0,1\}^\*$ \cite{cryptoeprint:2018:274}. Hash functions are used for message authentication (HMACS), and digital signatures and other forms of authentication. Hashing algorithms are designed in a way that even a slight change in the input data will result in a vastly different output hash \cite{10.1007/978-3-540-25937-4\_24}. All cryptographic hash function should have the following basic properties:

\textbf{Deterministic:} The hash function should be deterministic. This means that for any given input $m$ that produces a hash value $H(m)$, the hash function should always produce the hash value $H(m)$ as long the input remains the same \cite{10.1007/978-3-540-25937-4\_24}.

\textbf{One-Wayeness:} This property implies that it is not realistic or computationally feasible to determine the input message $m$ given the random preimage $H(m)$ \cite{cryptoeprint:2018:274}. In other words the hash function is a One-Way function \cite{10.1007/978-3-540-25937-4\_24}.

\textbf{Collision Resistance:} A hash functions needs to be collision resistant, if it is unfeasible to find two messages, such that $ m \neq m^\prime$ that map to the same hash value $H(m) = {H(m^\prime)}$ \cite{cryptoeprint:2018:274}. In other words it is very difficult to find two different inputs which hash to the same output hash value.

### Hashing and Blockchains

Blockchain networks employ hashing algorithms in their consensus protocols and mining (see \ref{Mining}) process. Ethereum uses an algorithm called Ethash (modfied Dagger Hashimoto) and bitcoin uses SHA-256 \cite{dang\_2015} hashing algorithm. These algorithms are used as a mechanism to guarantee integrity and to prevent unauthorized tampering and corruption of the distributed ledger. They are used to link blocks with each other in the blockchain. Each new block contains the hash of the blockchain that came before it as shown in figure \ref{fig:blockchain}. Block hash represents the state of the blockchain when it was created. This allows anyone to easily verify the complete state of the entire blockchain. Any attempt to alter data in any block will result in a vastly different hash for that block and will also require that hashes for all subsequent blocks be recalculated.

## Merkle Trees

Blockchain is a continuously growing list of transactions which are grouped into blocks. A block contains multiple transactions and a block hash as shown in figure \ref{fig:blockchain}. This hash is calculated over the entire block. A block is actually a special data structure which is implemented with the help of a Merkle tree as shown in figure \ref{fig:mtree}. Andreas Antonopoulos defines merkle trees in his book “Mastering Bitcoin” as \textit{“A merkle tree, also known as a binary hash tree, is a data structure used for efficiently summarizing and verifying the integrity of large sets of data.”} \cite{andy\_mb} (ch.9). They are used to summarize all transactions in a block using cryptographic hashes. Transactions are grouped into blocks and hashed together to form a Merkle tree \cite{paper:001}. The root of this Merkle tree or Root hash is stored in the block's header This process is shown in figure \ref{fig:mtree}. This enables fast and efficient verification of any transaction in a particular block. In a tree comprising of N data elements only \(2\*log2 (N)\) calculations are required to verify if a particular data element or transaction is included or not. Without Merkle trees it will be prohibitively expensive to run blockchain nodes, which would severely impact the decentralization of the system \cite{cryptoeprint:2018:274}, \cite{paper:001}.
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\caption{Merkle Root Summarizes Transactions in a Block}

**\label{fig:mtree}**
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In bitcoin a Merkle tree is constructed by recursively hashing pair of nodes using SHA256 cryptographic hash function as shown in figure \ref{fig:mtree} \cite{andy\_mb} (ch.9). In the example tree there are four leaf nodes storing hashes of four transactions. The leaf nodes do not store actual transactions rather TX data is hashed and result is stored in the Merkle tree. Each leaf node is designated as \( H\_{0}, H\_{1}, H\_{2}, H\_{3} \) and given by the equation: \[ H\_{0} = SHA256(SHA256(Transaction\_{0}))\]

Since Merkle trees are in essence binary trees hence even number of nodes are required to have a balanced tree. Two leaf nodes are hashed together to form a parent node as given by equation \eqref{eq:2}. In the event of odd number of transactions, the last transaction is duplicated to have an even number of leaf nodes equation \eqref{eq:3}. The recursive hashing process starts from the bottom and continues until there is only one node left at the top which is called the Merkle Root. This is the parent hash of all child nodes and summarizes all the data in all transactions. The root hash is placed in the block header \cite{cryptoeprint:2018:274}, \cite{paper:001}.

\begin{equation}

\**label{eq:2}**

H\_{(0,1)} = SHA256(SHA256(H\_{0} || H\_{1}))

\end{equation}

\begin{equation}

\**label{eq:3}**

H\_{(3,3)} = SHA256(SHA256(H\_{3} || H\_{3}))

\end{equation}

## Consensus Mechanisms and Protocols

Electronic coins are defined as a chain of digital signatures that serves to establish ownership \cite{paper:001}. In order for Alice to transfer one coin to Bob, she must sign the hash of a previous transaction and the public key of Bob. Anyone can verify the chain of ownership by verifying signatures. Signature verification only confirms that Alice was in possession of the coin at some point in time. It does not guarantee that Alice did not try to spend the same coin more than once \cite{paper:001}. Therefor a mechanism is needed that guarantees that any previous owner (Alice) did not sign any earlier transaction for transferring the same coin. The only way to verify this in a decentralize system is to announce all transactions, and to have a mechanism to ensure that all participants agree on a single shared history or order of transactions. Payee (Bob) needs proof, that at the time of token transfer, the majority of network participants agreed, that Alice did not generate an earlier transaction to transfer the same coin \cite{paper:001}. The process which establishes consensus among network participants is called Mining.

\textbf{Mining}

Blockchain participants must agree on a single state of the distributed ledger. In Bitcoin the process of achieving consensus is termed as Mining. Mining underpins bitcoin’s security model. This process is a designed to guarantee security and integrity of the distributed ledger. It serves to protect the network from fraudulent transactions and double spend attacks \cite{paper:001}. It is also the process by which new blocks are generated. Miners spend something of value like electricity in the form of computing power by running complicated algorithms (Proof of Work \ref{PW}). They are rewarded by the network with block rewards or newly minted coins. This process prevents bad actors or attackers from modifying the state of decentralized ledger against network rules \cite{paper:001}. Attackers will need to control at least fifty-one percent of network hash rate to mount a successful attack. This is virtually impossible in a sufficiently large decentralized network like Bitcoin or Ethereum. There are two main type of consensus algorithms Proof-of-Work \ref{PW} and Proof-of-Stake \ref{PS}.

### Proof-of-Work

It was proposed by Satoshi Nakamoto in the bitcoin white paper \cite{paper:001} as means for establishing consensus. Miners solve complicated mathematical problems to validate transactions. Pending transactions are batched into blocks and the miners compete with each other to calculate the hash of the block. The hash output of the block must start with specific number of leading zeroes in order to satisfy protocol rules. The exact number of leading zeroes depend upon the network difficulty which is adjusted automatically after every 2016 blocks. This difficulty determines how easy or hard it is to find the output hash for a block. The function that calculates difficulty is determined by a moving average and targets average number of blocks per hour. If blocks are generated too fast, the difficulty increases and vice versa. This is done in order to compensate for increasing hardware speed and varying interests in running nodes. Proof-of-work protocols can be summarized in the following steps \cite{medium:001}:

\begin{itemize}

\item Miners try to find the hash output for a block with a fixed number of leading zeroes. They do this by repeatedly changing part of the block called nonce and recalculating the hash output.

\item First miner to solve the puzzle and find the hash broadcasts his solution or proof-of-work to the rest of the network.

\item Upon receiving the solution other miners verify it to ensure that it is correct. Before they agree to add the it to the blockchain they verify all the transaction in the block to make sure they are valid.

\item If majority of miners agree on the solution and agree to add the block to the blockchain than consensus is achieved.

\end{itemize}

This approach has some inherent disadvantages. It requires huge amounts of electricity to achieve consensus in large blockchain networks such as Bitcoin and Ethereum. Some estimates have put bitcoins annual energy consumption on the same level as countries likes Austria or Switzerland. POW operates on the basis of one CPU one vote model. This approach can lead to mining centralization by large mining pools and chip manufacturers.

### Proof-of-Stake

Proof of Stake is an alternative approach for reaching consensus and protecting from double spend attacks in a decentralized network. It solves many problems inherent to POW algorithms. It is defined as \textit{“Proof of Stake (PoS) is a category of consensus algorithms for public blockchains that depend on a validator's economic stake in the network”} \cite{ethwiki:006}. POS requires users or forgers as they are called to lock up their digital coins in an escrow to get a chance to validate new blocks. The deposited coins serve as collateral and an incentive for the forgers to behave honestly. If a forger approves fraudulent transaction they will lose the coins they staked and will be banned from participating in the block validation process in the future. The crux of POS systems is the fact that for any attack to be successful the attacker will need to own majority of the coins on the network. Therefore, the attacker will be the one most severely impacted by his own attack \cite{bitwiki:005}. This serves as a huge deterrent against any potential bad actors. Block validators are incentivized with block rewards (combination of Tx fees and coins). They are selected by the network in a pseudo – random selection process based on a combination of factors. Selecting forgers solely on the size of their stake will hugely benefit the rich miners making the rich even more richer. There are several methods to avoid these problems two of which are given below. \cite{medium:002}, \cite{misc:001}

### Coin Age based Selection

This method choses validators based on how long their coins have been staked for or the ‘coin age’ of their stake. The coin age is calculated by multiplying the size of a validators stake with the number of days the coins have been held in escrow. Once a validator generates a block their coin age is reset and they have to wait a fixed amount of time before they can be selected to validate another block \cite{misc:001}.

**Randomized Block Selection**

This method choses validators based on a combination of lowest hash value and the size of their stake \cite{misc:001}.

## Scaling Debate and Solutions

Blockchain technology is still in its infancy. It is a novel idea to solve several interesting problems in a trustless and decentralized manner. However, it needs to be able to scale to handle millions of transactions per second in order to compete with existing centralized platforms. Bitcoin can on average perform 3 to 4 transactions per second while Ethereum can handle up to 20 transactions per second. Compare this to Visa which on average handled over 1100 transactions per second in 2016 and has an estimated capacity to perform up to 100000 transactions in a second \cite{medium:003}. Transaction speed measured in TPS is an important to metric to measure the performance of any financial system. During 2016 and 2017 major blockchain networks saw enormous growth in their user base. This caused exponential increase in transaction volume resulting in congested networks which caused huge delays in transaction confirmations as shown by graph figure \ref{fig:mct}. This had a domino effect on transaction fees as well, causing them to sky rocket. Miners are incentivized to pick transactions with higher fees to mine first. The long confirmation delays coupled with high transactions fees caused many organizations and vendors to stop accepting bitcoins \cite{misc:022}. The scaling problem is further amplified in smart contract platforms like Ethereum[\ref{eth}] which aim to be a hub for large scale decentralized applications or Dapps. Most existing and proposed Dapps use mircotransaction (MTX) as part of their business model. \textit{“Microtransactions are a business model where users can purchase virtual goods via micropayments”} \cite{wiki:007}. In order to efficiently run such applications Ethereum needs a way to effectively handle $\mu$-transactions. In most cases these transactions need to be executed immediately and cannot wait for long block confirmation times. This requires exponential increase in transactions per second or TPS, for blockchain to become a viable alternative to centralized solutions. Sections \ref{BSI} to \ref{SIDE} present possible solutions proposed for solving the scaling issue.
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\caption{Median confirmation times for BTC transactions \cite{fig:001}}
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### Block Size Increase

Transactions are grouped into blocks before they are verified. POW consensus rules require that there is some distance between successive blocks so that each verified block is successively incorporated by a majority of nodes in their copy of the ledger. This means that roughly only one block is generated every ten minutes \cite{paper:001}. In addition, some blockchains like Bitcoin have placed an upper limit on the size of each block. Currently for Bitcoin the block size limit is 1 megabyte. One suggestion is to simply increase the block limit to allow more transactions to be verified at any given time. This solution however has many problems. First of all, increasing block size results in only a linear increase in transactions per second. Secondly, it will adversely impact the decentralization of the network. Larger blocks require higher computational power to process each block and also drastically impact the size of the distributed ledger. This leads to more centralization as not everyone can afford the equipment required to successfully mine new blocks \cite{medium:006}.

### Payment channels – Lightning network

An alternative solution is to use Layer - 2 transaction networks. Lightning network is bitcoins proposed solution for the scaling problem. Lightning network is defined as \textit{“A decentralized system for instant, high-volume micropayments that removes the risk of delegating custody of funds to trusted third parties”} \cite{paper:002}. It advocates using payment channels to handle transactions off chain. Payment Channels allow users to transfer coins and assets using off chain transactions which can be enforced on the blockchain using a cryptographic technique known as hash locked transfers. Hash locking prevents spending of outputs until some specified condition is met or some secret is revealed. To guarantee security assets in Payment Channels must be backed up by assets on the blockchain. Multiple channels are joined together to form payment networks. In an ideal situation where all participants are honest only two transactions are added to the blockchain while participants can make unlimited number of instant transactions within the channel. Lightning network and Raiden network \ref{raiden} are both examples of payment networks. Payment channels are essentially multi-signature blockchain addresses. In order to spend funds from the channel both parties must sign off on the transaction agreeing to the new balance of the channel. The new balance is stored as the most recent transaction in the channel. Simply put, a lightning network payment channel is a smart contract on the bitcoin blockchain which is mostly executed off-chain after creation. In the ideal case, the two transactions that go on the blockchain are the ones for opening and closing a channel \cite{misc:011}. \textit{“Security is enforced by blockchain smart-contracts without creating an on-blockchain transaction for individual payments. Payment speed is measured in milliseconds to seconds”} \cite{paper:002}. This enables users to make off chain payments with confidence. If anything goes wrong blockchain can cryptographically verify the terms of the smart contract and enforce them on-chain \cite{bitwiki:006}, \cite{misc:012}, \cite{paper:002}.

### State channels – PERUN

State channels work in the same manner as payment channels in the lightning network. They can deal with any type of state altering transaction. State Channels significantly enrich the functionality of payment channels. Consider a smart contract ‘C’ which is executed in a state channel in an off-chain manner. This is achieved by letting channel state contain storage string $\alpha$ as well as financial balance. Where $\alpha$ describes the current state of ‘**C’** by storing values of all contract variables. As long as there is no conflict all parties can freely update $\alpha$. In the event that one of the users misbehaves the others can push the latest version of $\alpha$ on the blockchain which will finish executing ‘**C’** starting from the latest agreed upon state i.e. $\alpha$. A brief summary of this process is given below: \cite{misc:012}

\begin{enumerate}

\item Part of the state of blockchain is locked in a multi signature address, all participants must agree in order to update this state \cite{misc:012}.

\item

Instead of submitting updates to the blockchain participants update the state of the channel between themselves \cite{misc:012}.

\item Each new fully signed update overwrites the previous one and is the only valid state for the channel that can be pushed on the blockchain \cite{misc:012}.

\item In the event of a disagreement, Any participant can push the latest fully signed state to the blockchain which will finish executing the remainder of the contract and settle any outstanding operations \cite{misc:012}.

\item If nothing goes wrong participants submit the final state to the blockchain which closes the channel \cite{misc:012}.

\end{enumerate}

Perun offers a new technique for connecting state channels which does not require interaction with intermediaries for every single update of the channel. Perun constructs a new primitive called virtual channels over so called multistate channels. Multi state channels are an extension of state channels presented above. Multistate channels allow for parallel creation and execution of several Nano contracts. Perun is an interesting proposal for scaling Ethereum blockchain which potentially can work for all types of smart contracts. The scheme presented in Perun claims to be secure against arbitrary corruption of any of the communicating partners or intermediaries. Detailed technical descriptions of this scheme are presented in \cite{cryptoeprint:2018:320} and \cite{cryptoeprint:2017:635}. In this scheme basic state channels are connected via “virtual channels” which minimize interaction with intermediaries in channel chains. Consider an example where Alice and Bob establish a channel with each other with the help of intermediary Ingrid. In the case when they are both honest each update to the channel can be made independent of Ingrid and the only interaction that involves Ingrid is for opening and closing of the channel. In the event that a dispute arises between Alice and Bob, they first try to resolve the dispute with the help of Ingrid. If that fails, then the dispute resolution is escalated to the block chain \cite{cryptoeprint:2018:320}, \cite{cryptoeprint:2017:635}.

### Sharding

One scaling proposal that is of particular interest for the Ethereum community is Sharing. Sharding is not a new concept in fact it has been successfully employed in large database systems for a number of years now. A database shard is a horizontal partitioning of the database. Each shard is held on a separate server. This spreads the load and improves performance \cite{Corbett:2012:SGG:2387880.2387905}. Ethereum developers are proposing to apply the same concept to blockchain space. Their proposal calls for partitioning the Ethereum Blockchain into smaller chunks or shards. The concept is to partition Ethereum nodes and transactions into smaller groups. Each group is responsible for and manages a section of the ledger instead of every node being responsible for the complete ledger. A smart contract will be used to manage data and transactions that are accepted as valid by the main chain. The proposal further calls for creating a set of notaries to vote on validity of transactions within each shard \cite{eth:009}.

### Side Chains

Sidechain is a blockchain that runs parallel to the main blockchain. It extends the functionality of the main chain enabling decentralize transfer of assets and tokens between the two chains. Sidechains allow coins to be moved between two separate blockchains. Tokens from the main chain can be securely moved to the sidechain and used in these chains. The token transfer takes places at a fixed predetermined rate \cite{misc:013}. In order to transfer main chain assets to a side chain they are sent to a special address on the main chain. Once this transaction is verified a confirmation is broadcast in the sidechain enabling the network to assign equivalent assets to the users account in the sidechain \cite{paper:004}. They can help with blockchain scaling as they can take some of the pressure of the main chain. Developers can design specialized sidechains to run their Dapps more efficiently while still taking advantage of security and decentralization provided by the mainchain. Sidechains are implemented using a Two – way peg as shown in figure [\ref{fig:SC}].
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\caption{Two way Pegged Sidechain }, adapted from \cite{paper:004}
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\textbf{**RootStock RSK SideChain}**

RSK is a sidechain to bitcoin. It is Two-way pegged to bitcoin. RSK code aims to be backwards compatible to Ethereum i.e. code can be written in solidity or serpent and can be used on Ethereum. RSK aims to be a platform for decentralized applications and smart contracts on bitcoin. Miners are incentivized to mine smart contracts on RSK by rewarding them with bitcoins. Bitcoin miners can simultaneously mine both blockchains and rewarded through a process called “merge-mining”. Rootstock has its own version of Ethereum virtual machine (EVM). Currently the developers are working on what is called a federated peg which is essentially a system of notaries and a Multisignature exit address. The developers aim to go from federated peg to a two-way pegged system based on Simplified Payment Verification (SPV) \cite{andy\_mb} \cite{paper:005}.

\textbf{**Federated peg:}** is a system consisting of a set of notaries and a multi signature exit address. When funds are sent to this exit address, an SPV proof on RSK sidechain is created for this transaction. This SPV proof allows the conversion of the locked Bitcoins in the federated address into coins on rootstock sidechain. This conversion is done automatically. However, moving funds from RSK back to Bitcoin requires collaboration of federators. Basically a smart contract acts as bridge master and controls all unspent transaction outputs. This contract broadcasts a transaction to federators by using a log message. On receiving this message, federators send signatures to bridge master who combines all these signatures in to a fully signed transaction. This signed transaction is broadcast to RSK blockchain where any user can put this transaction onto bitcoin blockchain. This unlocks bitcoins on the bitcoin blockchain \cite{paper:005}.

# Blockchain Applications

Companies and People across the globe are exploring applications of blockchain technology across several industries. This chapter details blockchain applications and projects from various sectors including finance, Internet of Things, Supply chain Management and File hosting and sharing.

## Finance – Cryptocurrencies

Bitcoin was the first ever application of blockchain technology. It was proposed and developed shortly after the financial crash of 2007. This crash was caused by the irregularities in the existing centralized financial institutions and banks. The biggest problem with traditional banking is that it centralizes trust in a few large financial institutions and banks. This system works only as long as these banks operate reliably and responsibly. The financial crash of 2007 showed that they cannot be always trusted to act responsibly \cite{misc:009}. Bitcoin was developed to address problems prevalent in existing centralized financial system. It solves these problems by developing a system which removes all central entities and trust is established through a system of checks and balances [\ref{Blockchain}]. Cryptocurrency sector experienced huge growth in terms of users and investment during 2016 and 2017 and at one point was worth close to 500 billion dollars \cite{misc:010}. Unfortunately, most of this growth was due to speculative investments and has not yet translated into large scale adoption of Cryptocurrencies in everyday business and finance. Blockchain powered financial systems have huge promise provided they are able to solve some of the challenges outlined in section \ref{scaling}.

## Internet of Things

IoT is the next wave of automation promising to disrupt industrial and domestic structures and processes. The billions of smart devices coming online could transform homes, cities, offices and factory floors \cite{misc:008}. \textit{“*IoT holds the promise to expand business processes and to accelerate growth. However, the rapid evolution of the IoT market has caused an explosion in the number and variety of IoT solutions, which created real challenges as the industry evolves, mainly, the urgent need for a secure IoT model to perform common tasks such as sensing, processing, storage, and communicating*”} \cite{misc:002}. Currently IoT ecosystems are realized using brokered communication models based on client/server paradigm. Devices are connected through cloud servers using the internet even if they are few feet away from each other. Further more centralized models struggle to scale up to meet the demands of billions of users or devices \cite{misc:004}. Blockchains offer an intriguing alternative as a secure and decentralized IoT command, control and communication model. Blockchain and Smart contract based solutions should be more manageable and scalable then traditional ones. Blockchains are inherently tamper resistant hence they will prevent one or more rogue devices from causing a complete system breakdown across a home, factory, or transportation system. Blockchain in IoT sphere has the potential to revolutionize several industries and businesses \cite{misc:008}, \cite{misc:004}, \cite{misc:002}.

There are several exciting projects working towards this goal. Sections \ref{Adept} and \ref{Filament} describe two projects at the forefront of blockchain and IoT.

\textbf{**Smart Washing Machine**}

This example is a realization of proof of concept proposal from Samsung. \textit{“Imagine a washer that autonomously contacts suppliers and places orders when it’s low on detergent, performs self-service and maintenance, downloads new washing programs from outside sources, schedules its cycles to take advantage of electricity prices and negotiates with peer devices to optimize its environment”} \cite{misc:004}. If the machine is connected to some sort of ledger be it private or public, it can automatically pay the detergent suppliers and repairmen \cite{misc:004} \cite{misc:005}.

\textbf{**Autonomous Decentralized Peer-to-Peer Telemetry**}

ADEPT is a joint venture between IBM and Samsung Electronics. It is developed to serve as a validation platform for projects proposing to connect IoT and Blockchain. It envisions network of devices that are capable of autonomously maintaining themselves. Adept is working towards integrating IBMs Watson IoT platform with blockchain technologies. This project is still in development stage but proof of concept has already been implemented \cite{misc:005}. It uses blockchains as the backbone of the system using a mix of proof of work and proof stake to secure transactions. The ADEPT architecture supports three foundational functions.

\begin{itemize}

\item Peer to Peer encrypted messaging using a secure messaging protocol called TELEHASh \cite{misc:005}.

\item Decentralized file sharing based on BitTorrent protocol \cite{misc:005}.

\item Decentralize device coordination and control

In the absence of centralize controller, device control and coordination becomes significantly challenging. Adept uses Ethereum or hyper ledger blockchain to implement this in a trustless secure fashion \cite{misc:005}.

\end{itemize}

Ultimately it will enable IoT devices to send data to private blockchain ledgers for inclusion in shared transactions with tamper-resistant records. Devices will be able to communicate with the blockchain in order to update or validate smart contracts. This will improve transparency and reduce conflicts by empowering all stake holders. Each stakeholder will have access to the same data and could easily verify all transactions \cite{misc:005}, \cite{misc:004}.

\textbf{**Filament**}

Filament is a technology stack that \textit{“*enables devices to discover, communicate, and interact with each other in a fully autonomous and distributed manner*”} \cite{misc:006}. Its main focus is industrial Internet of Things. \textit{“*The Filament technology stack is built upon five key principles: Security, Privacy, Autonomy, Decentralization, and Exchange (SPADE)”}* \cite{misc:006}. Filament uses **Telehash** for secure encrypted device to device communication. Secure Identity is provided by blockchain. Once a secure communication channel has been established between devices, smart contracts are used to interact with them, or to enable them to transact with each other. Smart Contracts in Filament run directly on device and accept or run transactions from other devices based on contractual terms. It uses a protocol suite called “**JOSE**” (Javascript Object signing and Encryption) to implement smart contracts on the devices \cite{misc:007}. In order to enable micro transactions on these embedded devices authors of the Filament project propose a solution called Penny Bank. It allows the devices to exchange small amounts of value with each other without involving the blockchain for every single transaction thereby avoiding heavy transaction fees \cite{misc:006}.

## Supply Chain Management

Blockchains allow secure and permanent documentation of transactions in a decentralized ledger. They can be transparently monitored by all parties. This can improve efficiency and reduce human mistakes and delays. It can also enable users to verify authenticity of products by tracking them from their origin. An example of this is securing supply chains of diamonds from mine to consumers. IBM’s Hyperledger Fabric is one of the proposals working in this field. It is permissioned blockchain infrastructure designed specifically for handling supply chain management tasks. Using blockchain technologies customers can verify when and where a diamond was mined, all the places it passed through during its journey to the retailer, and whether or not during any step of the supply chain it crossed any moral or legal grey areas i.e. if it’s a blood diamond \cite{misc:014}.

### SkuChain

Sku chain is a platform that uses blockchain to provide security, efficiency and transparency to supply chains. Today’s supply chain management tools such as ERP systems, Inventory Management systems, Letters of credits, Purchase and Invoicing tools have significant friction and problems interfacing with each other. This results in increased costs and delays in every process of the supply chain. Skuchain proposes tools in order to resolve some of these issues \cite{misc:015}.

\textbf{**IMT**}

\textit{“*IMT provides inventory financing that de-risks transactions and unlocks capital opportunities for the entire supply chain. The original contract between the buyer and seller is assigned to IMT in the blockchain. This acts as a Blockchain Based Security Interest that provides the collateral to an investor in the IMT fund. IMT uses its funds to purchase goods from the seller and stores them at a VMI warehouse. Finished goods are shipped pursuant to a purchase order from the buyer, a process covered by insurance. The buyer then pays IMT for the goods*”} \cite{misc:015}.

\textbf{**Brackets**}

Smart contracts on the skuchain are called brackets. They are cryptographically secured. They provide some key advantages.

\begin{itemize}

\item They are designed to release collateral as a result of being triggered automatically by real world events \cite{misc:015}.

\item They improve transparency for all participants by providing real time view of transaction state \cite{misc:015}.

\item \textit{“*It enhances liquidity of collateralized assets in a supply chain by improving upon current trade finance instruments such as Factoring, PO Financing and Vendor Managed Inventory Financing. It also creates the opportunity for Deep Tier Financing”}* \cite{misc:015}.

\end{itemize}

\textbf{**PopCodes**}

\textit{“Popcodes are Proof of Provenance codes, a crypto-serialization solution to track flow of goods on SKU level. They provide bank-grade traceability to track physical value in the supply chain. Popcodes are sophisticated in their ability to track sub-assemblies, parts and raw materials used to make a finished product. Using Popcodes, an enterprise can gain JIT visibility across the entire supply chain ecosystem, enabling optimal agility and planning. It also provides end-consumer visibility into the entire history of the product”} \cite{misc:015}.

### Provenance

This project is working on using blockchain technology to enable secure traceability of certifications and other salient information in the supply chain. It aims to become a platform for verifying authenticity of goods. \textit{“Provenance enables every physical product to come with a digital ‘passport’ that proves authenticity (Is this product what it claims to be?) and origin (Where does this product come from?), creating an auditable record of the journey behind all physical products”} \cite{paper:006}. They are creating a decentralized app for solving certification and chain of custody challenge in sustainable supply chains. It proposes a system to assign and verify certain properties of physical products using the blockchain. There are six different actors involved in the proposed scheme namely.

\begin{itemize}

\item Producers

\item Manufacturers

\item Registrars, they provide unique identity to other actors in the scheme

\item Standards organizations, which define the rules of a certain scheme (e.g., Fairtrade)

\item Certifiers and auditors

\item Customers

\end{itemize}

The architecture in their white paper \cite{paper:006} consists of number of modular programs. Namely Registration program, Standards programs, Production programs, and Manufacturing programs. Each contract is deployed on the blockchain independently but since all of them work within the same blockchain system they can interact without friction. Technologies such as NFC, RFID, barcodes, and digital tags link physical products to their digital representation on the blockchain. Furthermore, user facing application in the form of smart phone applications will facilitate access to the blockchain. They will aggregate and display information to customers in real time, detailing every step of the supply chain \cite{paper:006}.

## File Sharing

Filecoin, SiaCoin and Storj are some of the proposals for creating a decentralized platform for filesharing, storage and cloud computing using the blockchain. The idea is simple users instead of uploading files to a central cloud server hosted at google, Microsoft or Dropbox files are shredded, encrypted and spread across the distributed file storage network based on the blockchain. Only the uploader holds the keys to call smart contracts to decrypt and reassemble the files. People participating as hosts in the network rent out their storage spaces and get paid in return for the services they provide \cite{misc:016}.

\textbf{**Filecoin**}

\textit{ “*Filecoin is a decentralized storage network that is auditable and publically verifiable. Clients pay miners for data storage and retrieval. Clients offer data storage and disk space in exchange for payments. The network achieves robustness by replicating and dispersing content while automatically detecting and repairing replica failures*”} \cite{paper:007}.

\textbf{**Proof of Storage**}

Proof of storage is a class of decentralized challenge response protocols. They allow a storage provider or host to efficiently verify the integrity of the data stored on their device to their users or clients. The client sends encrypted version of its data to the hosting node for storage, while keeping a small portion of that data himself so he can cryptographically verify the integrity of data stored on the hosting node at any time \cite{paper:007}.

\textbf{**Proof of Replication**}

Filecoin introduced a special form of proof of storage protocols called Proof of Replication. It is an extension of Proof of Storage protocol. It enables a miner to convince a user that some data D has been successfully replicated to its own unique physical storage S. It uses challenge/ response protocol to achieve this \cite{paper:007}. Traditional PoS protocols are limited in that they only prove that a miner or host was in possession of data at the time of challenge/response. Filecoin developed PoR protocol in order to provide stronger guarantees against Sybil attacks, Outsourcing attacks and Generation attacks \cite{paper:007}. These attacks are exploited by malicious nodes to gain reward for storage that they are not actually providing. Such greedy miners reduce the overall capacity and performance of the network. These attacks are discussed below.

\textbf{**Sybil Attacks**}

A malicious attacker may want to claim the reward for storing multiple copies of some data D. They can cheat the system in traditional PoS protocols by claiming to store multiple copies using Sybil identities, while in reality only storing one physical copy of the D \cite{paper:007}.

\textbf{**Outsourcing Attacks**}

A malicious miner could exploit the system by quickly fetching the data D he is claiming to store from other nodes at the time of challenge/response \cite{paper:007}.

\textbf{**Generation Attacks**}

A malicious miner could rely on small but efficient program to quickly generate the data D when it is requested. This could allow such an attacker to gain reward for storing large amounts of data even when he physically does not have the capacity to do so \cite{paper:007}.

\textbf{**Proof of Space Time**}

Proof of Space Time is a novel implementation of PoS. It allows a user to verify that the data was being stored by the miners throughout a period of time. A natural way to verify this would be by repeatedly sending challenges to the miners. This implementation would quickly bottle neck the network by flooding it with larger number of communication requests. Proof of space time instead requires a storage provider to produce a sequential proof of storage for a period of time and then recursively compose them together to generate a complete proof \cite{paper:007}.

# Design Decisions and Technology Stacks

This chapter deals with fundamental concepts and technology stacks used for developing our decentralized supply chain management system. This system is described in chapter \ref{usecase}. The backbone of our system is a smart contract running on Ethereum. In addition to tracking goods, our system is also used for managing costs and paying suppliers for their services. This system employs Raiden Network \ref{IPFS} based payment channels to securely handle financial transactions. InterPlanetary File System is used for storing large documents and complete logs related to individual supply chain processes.

%This chapter ends with a short description of the Quantum computing threat to blockchains and the need for decentralized applications to be resilient against Quantum attackers \ref{Qsig}.

**\subsection{Ethereum}\label{eth}**

Ethereum is a decentralized blockchain based computing platform that provides smart contract functionality. It aims to be a platform for building decentralized applications (Dapps). Ethereum has a decentralized Turing Complete virtual machine which serves as an abstract foundation layer for building Dapps and running smart contracts. The Ethereum Virtual Machine (EVM) is programmed using a java script like programming language called Solidity.

**\subsection\*{Motivation}**

Ethereum was selected as it is the largest and most secure platform for smart contracts and decentralized applications available as of the writing of this thesis. Its open source nature and other design philosophies like Simplicity, Universality, Modularity, Agility and Non-Censorship were also important considerations in favor of its selection \cite{eth:001}. Ethereum is special because each block in its blockchain represents a state of its virtual machine \cite{eth:001}. The design philosophy of Ethereum follows a set of principles outlined below:\textbf{**Simplicity:**} The Ethereum Protocol is designed to be as simple as possible to fully realize the unprecedented democratization potential of blockchains \cite{eth:001}.

\textbf{**Universality:**} Ethereum provides a Turning Complete scripting language. Programmers can use this language to develop any smart contract, which can be mathematically defined. Ethereum does not have “features”, instead its design philosophy follows the principal: If it can be correctly defined mathematically, then it can be built on Ethereum \cite{eth:001}.

\textbf{**Modularity:**} The Ethereum protocol is designed to be as modular and separable as possible. This insures that small changes to the protocol do not affect applications that are already running on Ethereum. That is why Ethereum mining algorithm and consensus mechanisms are designed as separate modules \cite{eth:001}. This is one of the reasons that Ethereum is perfectly poised to adequately meet the scaling challenges facing public blockchains. Designers are already working on multiple scaling solutions including Plasma, Sharding, and Raiden.

\textbf{**Agility:**} The Ethereum protocol is designed to be modifiable in order to meet the security and scalability challenges of the future. Though designers and developers are extremely judicious about making changes to high-level constructs. However, if during testing and development process developers discover that changes to protocol architecture or EVM may lead to substantial improvements, they are quick to exploit them \cite{eth:001}.

\textbf{**Non-Censorship:**} The protocol is designed to be application agnostic. It does not restrict specific categories of usage. All regulatory mechanisms are designed to prevent harm to the network as opposed to restrict any undesirable application \cite{eth:001}.

### Ethereum Virtual Machine

The Ethereum Virtual Machine presents an abstract architecture to run smart contracts on different mining hardware setups all over the world. EVM serves as the run time environment for smart contracts on Ethereum. It prevents programs from accessing each other’s state and ensures that communication can be established without any interference. It is completely isolated from the rest of the main network and as such can be used as a perfect testing environment \cite{misc:023}.

### Merkle Trees in Ethereum

Merkle Trees are an important part of any blockchains as described in \ref{MerkleTrees}. The purpose of Merkle Trees is to efficiently verify the data in a block without creating giant block headers, which would have adverse effects on blockchain scalability and decentralization. In Bitcoin each block header contains one tree structure to represent transactions \cite{misc:025}. Ethereum, on the other hand uses Merkle trees (see fig \ref{fig:**EthTree**}) to represent three kinds of objects \cite{misc:025}:

\begin{itemize}

\item Transactions

\item Receipts

\item State

\end{itemize}
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\caption{Merkle Trees in Ethereum \cite{misc:025}}

**\label{fig:EthTree}**

\end{figure}

Each tree in Ethereum handles a specific type of queries. A Transaction tree is used to verify if a particular transaction has been included in a block or not. A Receipt tree handles events. It can be used to get all instances of a particular event X emitted by a particular address over a period of time for e.g. last 30 days. A State tree is used to confirm validity and existence of an account and its balance. These trees function in a highly efficient manner, in most cases it is just a matter of fetching the correct Merkle branch and replying back to the client. Together these three trees allow for the creation of a highly advanced yet light protocol which can be executed by light clients to create a highly decentralized computing network \cite{misc:025}.

Ethereum uses a special form of Merkle trees called Patricia trees \cite{ethwiki:007}. These are more complex data structures compared to the binary trees used in Bitcoin. Binary Merkle trees are a good data structure for creating transaction trees as the tree is created once and then frozen solid. The state in Ethereum however needs to be frequently updated. This requires a data structure where the root can be quickly calculated after each insert, edit, update or delete operation without reconstructing the entire tree. The state in Ethereum is basically a key – value mapping where the key is the account address and value is a combination of account balance, nonce, code and storage for each address. Storage itself is a tree as well \cite{misc:025}.

The Patricia tree is the most suitable data structure for the Ethereum protocol. Detailed specifications for them are presented in \cite{ethwiki:007}. \textit{“The simplest explanation for how it works is that the key under which a value is stored is encoded into the path that you have to take down the tree. Each node has 16 children, so the path is determined by hex encoding: for example, the key dog hex encoded is 6 4 6 15 6 7, so you would start with the root, go down the 6th child, then the fourth, and so forth until you reach the end”} \cite{misc:025}. Patricia trees have highly desirable secondary properties as well:

\begin{itemize}

\item They have bounded depth even in the presence of an attacker, who is deliberately trying to craft transactions to make the tree as deep as possible. This prevents denial of service attacks, which would be possible if each individual update became extremely slow due to large size of the tree \cite{misc:025}.

\item The root of the tree only depends upon the data in the tree and not the orders in which updates are made.

\end{itemize}

### Ethereum State Transition Function

Technically any blockchain based ledger can be thought of as state transition function. Ethereum State Transition Function APPLY(S,TX) $\rightarrow$ S’ represented by the figure \ref{fig:EthSTF} works as follows \cite{eth:001}

\begin{enumerate}

\item Check if the signatures are valid and the nonce matches with senders nonce \cite{eth:001}.

\item Calculate Gas to pay for the transaction, subtract the gas price from senders account and increment senders nonce i.e. transaction count for senders account \cite{eth:001}.

\item Initialize gas and pay for transaction by taking off certain quantity of gas per byte for each byte in the transaction \cite{eth:001}.

\item Execute the transaction, if transaction is transfer function then move coins from senders account to receiver account. If the transaction is to a contract address, execute the contract code to completion or until execution runs out of gas \cite{eth:001}.

\item If the transaction failed due to not having enough coins or code execution running out of gas revert all state changes \cite{eth:001}.

\item Revert any remaining gas to the senders account \cite{eth:001}.

\end{enumerate}
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\caption{Ethereum State Transition Function \cite{eth:001}}
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### Block Limits and Gas

Block Limits and Gas are regulatory mechanisms to prevent network abuse. These measures are designed to restrict and discourage attack vectors, without censoring nodes and users.

\textbf{Gas}

Transactions on Ethereum network cost Gas. Users pay for each transaction in Eth, which is the native currency of the Ethereum protocol. Each operation on Ethereum costs different amounts of gas to execute. The gas price is directly related to the computational complexity of the operation to be performed. Every transaction includes two parameters ‘Gas Limit’ and ‘Gas Price’. The gas limit is the maximum gas a user is willing to pay for executing a transaction, and gas price is the price of basic unit of gas called ‘wei’ in Eth. The total cost of a transaction in Eth is given by the following equation: \cite{eth:001}

\[ Total Transaction Cost = GasUsed \* GasPrice \]

\textbf{Block Limits}

The block limit determines how many transactions or operations can fit into any one block. It puts an upper limit on the maximum amount of gas per block. If the block limit is 100 gwei and average transaction costs 20 gwei than a total 5 transactions can fit into a single block. Block limits are created to mitigate infinite loop attacks and malicious denial of service (DoS) attacks. A malicious DoS happens when an attacker creates multiple transactions that are cheap to add to the network but have operations that are computationally difficult to execute for clients. This results in network slowing down due to many pending transactions and consistently full blocks \cite{misc:026}. Block limits are configurable, Ethereum protocol provides a built in mechanism for changing block limits where by miners can vote on the new block limits. This allows to increase the capacity without requiring a hard fork \cite{eth:001}.

## Smart Contracts

Smart Contracts are computer programs that autonomously executes a set of functions or events based on predefined conditions. They allow automatic exchange of goods and services be it money, property, shares or anything of value in a conflict-free way avoiding middlemen. Smart Contracts can be used in all sorts of scenarios like financial services, crowd funding (ICOs), credit enforcements etc \cite{paper:009}. A generic Smart Contract can be represented by a transition diagram illustrated in figure \ref{fig:smartcontract}. This figure can be explained with the help of the example given below.

\textbf{**Example:**}

This example details a blockchain based property rental service. The user rents an apartment through a service which uses Ethereum blockchain to facilitate payments and key transfers. Properties are listed on a Smart Contract with rental conditions like duration of stay and price per night already stipulated in the terms of the contract (see fig \ref{fig:smartcontract}). The tenant can agree to the terms by paying for the duration of his stay in cryptocurrencies. The payment will trigger associated events in the smart contract (see fig \ref{ fig:smartcontract }). Funds are blocked by the contract until the tenant receives the key. The key can be transferred digitally or physically. If the key doesn’t arrive, the contract releases the funds back to the tenant. If the key arrives, the contract transfers the funds to the owner of the property. The contract is automatically executed and cannot be interfered by either party. The contractual terms are implicitly agreed to by both parties and are witnessed by hundreds of people / miners \cite{misc:024}.
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\includegraphics[width=120mm,scale=1]{figs/smartcontract}

\caption{Smart Contracts}, \cite{paper:009}

\label{fig:smartcontract}

\end{figure}
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### Interacting with Ethereum Smart Contracts

Smart Contracts on Ethereum are written in Solidity which is a statically typed, contract oriented high-level programming language, developed to target the Ethereum Virtual Machine. Decentralized applications are composed of multiple modules, including modules for interacting with Smart Contracts and other traditional programming functions like GUIs etc. In order to facilitate Dapp development, Ethereum developers created an Application Binary Interface (ABI) to serve as a bridge between Smart Contracts and the rest of the application code. This ABI exposes Smart Contract functions to other application modules, that are developed for traditional environments using common programming languages like JavaScript (Web3), Python (Pyethereum.py), and Go. To facilitate decentralized application development Ethereum provides a number of helper libraries including Web3 for JavaScript and Pyethereum for Python. These helper libraries use the Ethereum ABI to interact with Smart Contracts running on the Ethereum Virtual Machine or EVM. ABI is generated by compiling Solidity code. A sample solidity contract is given below in Listing \ref{lst:label}.

\begin{lstlisting}[language=Java,frame=single,tabsize=2,showspaces=false,showstringspaces=false,

keywordstyle=\color{blue},morekeywords={function,returns,constant,memory},caption={Hello world Solidity Program}, label={lst:label}]

//helloWorld.sol contract

pragma solidity ^0.4.0;

contract HelloWorld {

// sends string to calling decentralized application

function print() public constant returns (string output){

string memory result = "Hello World From Decentralized World!";

return result;

}

// adds two unsigned integers and returns their sum

function sum(uint a, uint b) public constant returns (uint output) {

uint result = a + b;

return result;

}

}

\end{lstlisting}

\clearpage

\begin{lstlisting}[language=Java,frame=single,tabsize=2,showspaces=false,showstringspaces=false,

keywordstyle=\color{blue},morekeywords={function,returns,constant,memory},caption={ABI for Helloworld.sol}]

[

{

"constant": true,

"inputs": [],

"name": "print",

"outputs": [

{

"name": "output",

"type": "string"

}

],

"payable": false,

"stateMutability": "view",

"type": "function"

},

{

"constant": true,

"inputs": [

{

"name": "a",

"type": "uint256"

},

{

"name": "b",

"type": "uint256"

}

],

"name": "sum",

"outputs": [

{

"name": "output",

"type": "uint256"

}

],

"payable": false,

"stateMutability": "view",

"type": "function"

}

]

\end{lstlisting}

## Raiden Network

Raiden network aims to solve the scaling problem described in \ref{scaling} for the Ethereum blockchain. Raiden was chosen as it was the most stable off chain payment solution available at the time of writing. It uses Payment channels and payment routing to perform ERC20 token transfers in an off chain manner. Payment Routing is a technique to transfer token between two participants who do not have direct connection or channel with each other. This technique advocates using a network of interconnected channels and multi hop transfers to find a path between the participants. An abstract representation of a bidirectional Raiden payment channel is shown in figure \ref{fig:RPC}.
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**\includegraphics**[width=140mm,scale=1]{figs/RPC}

\caption{Bidirectional Payment Channel}

**\label{fig:RPC}**

\end{figure}
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This figure shows a direct channel between Alice and Bob. The channel can be opened by any participant by deploying the channel contract (see \ref{NCSC}) on the Ethereum blockchain. The channel contract contains a deposit, and two Ethereum addresses i.e. Receiver address and Iniator address. Once the channel is established participants can make multiple transfers to each other by signing transactions with in the channel. Each signed transaction updates the balance of the channel participants as shown in figure \ref{fig:RPC}. The channel can be closed at any point by either participant by putting the last signed transaction of the counter party on the blockchain. The channel contract then executes on the blockchain, it closes the channel and updates the final balance of the participants \cite{rad:001}. This was an example of direct transfer between two participants, however in order for the network to scale it needs to provide a method for transferring coins between participants who do not have a direct channel with each other. Raiden accomplishes this by using so called Mediated transfers shown in figure \ref{fig:PaymentRouting}. Payment Routing relies on Hash locked transfers describe in \ref{LN} to transfer coins between participants who do not have a direction connection with each other in a trustless manner. In the example shown in figure \ref{fig:PaymentRouting} Alice can transfer coins to Trudy even though she does not have a direct channel with her. This is accomplished by leveraging a path through the Raiden Network relying on intermediate connections that facilitate multi hop transfers \cite{rad:001}. Sections \ref{NCSC}, \ref{CLC}, \ref{RaidenTrans}, \ref{NP}, and \ref{R-API} briefly explain important modules and building blocks of the Raiden Network.
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**\includegraphics**[width=120mm,scale=1]{figs/PaymentRouting}

\caption{Payment Routing}

**\label{fig:PaymentRouting}**

\end{figure}

### Netting Channel

Netting Channel smart contract is Raiden’s implementation of a Payment Channel contract. This contract gets deployed on the Ethereum Block chain when a channel is created. It carries shared rules implicitly agreed upon by the participants of an off-chain channel. It allows for the following: \cite{rad:001}

\begin{itemize}

\item Arbitrary number of token/asset transfers between channel participants \cite{rad:001}.

\item Conditional value transfers that have an expiration and predefined rule to withdraw \cite{rad:001}.

\item Rules to determine order of transfers \cite{rad:001}.

\end{itemize}

Each netting channel is associated with one bi-directional payment channel. Each channel deals with an ERC20 token and has its own settlement period measured in terms of blocks. ERC20 is a token standard for defining custom tokens or coins on top of Ethereum blockchain. Participants can deposit the associated type of ERC20 token any number of times at any time after the channel is opened. The token transfers are represented by lock structures that contain token amount, expiration and hash lock. The set of pending transfers are encoding into a Markel tree and represented in each transfer by its root. The total channel capacity is equal to total amount of tokens deposited by both participants. Any participant can increase the capacity at any time by depositing more tokens into the channel. The capacity is divided into available and locked balance to each participant/direction \cite{rad:001}.

### Channel Life Cycle

A Payment channel in Raiden can be in one of the following stages of its lifecycle.

\begin{itemize}

\item Deployement.

\item Funding / Usage

\item Close

\item Settle

\end{itemize}

\textbf{Deployement:} A channel is deployed by calling the textit{/channel} endpoint of Raiden Rest API with the correct ERC20 token address and the partner address with whom the channel needs to be created \cite{rad:001}.

\textbf{Funding:} A channel can be funded by either or both parties by transferring and locking tokens in to the channel, once tokens have been transferred each participant can perform an arbitrary number of transfers back and forth provided they have the necessary funds to perform the transfer. A channel user can transfer token to another user by calling the textit{/transfer} end point as described in \ref{R-API} \cite{rad:001}.

\textbf{Close:} Once either party wants to withdraw tokens or a dispute arises the channel must be closed. This is done by calling the close function. After the close function is called the settlement window opens. Settlement window is the number of blocks participants have to wait before outstanding balance is settled on the blockchain. Within the settlement window both parties must update the counterparty state and withdraw the unlocked locks \cite{rad:001}.

\textbf{Settle:} Any participant can close the channel at any point and from that point no more transfers can be made. Once the channel enters the settlement window the partner state can be updated using the textit{updateTransfer()} function. After partner state is updated by participant’s locks may be withdrawn. A **withdraw** checks the locks and updates the participants current transferred amount. Once withdraw is called or settlement timeout expires the final tokens locked in the channel are distributed to the partners according to final balance of each party in the channel\cite{rad:001}.

### Raiden Transfer Types

Raiden Network supports three types of token transfer within its payment channels. These are Directed Transfer, Mediated Transfer, and Refund Transfer.

\textbf{Direct Transfer:} A direct transfer does not reply on locks and is automatically completed as soon as the sending party sends the packet containing the signed message authorizing transfer of coins. Trust is assumed between payer and payee but since Raiden operates on top of an unreliable and asynchronous network hence the sender is also agreeing to unconditionally transfer the token. Sender assumes that transfer is complete after sending the transfer packet. The counterparty sends acknowledgment on receiving the message but due to the nature of the underlying network infrastructure either the sending message or the acknowledgement can get lost \cite{rad:001}.

\textbf{Mediated Transfer:} A Mediated transfer is basically a hash locked transfer. The lock has an amount that needs to be transferred, a hash lock to verify the secret that unlock the amount and a validity period \cite{rad:001}. Mediated transfers have a sender address, a receiver address and a parameter to determine the number of hops between the two. The number of hops can be zero for direct transfers \cite{rad:001}. Mediated transfers can be broken down into a series of steps given below:

\begin{itemize}

\item Alice signs the transfer and sends it to Bob \cite{rad:001}.

\item when Bob receives the transfer he sends a request for the secret to unlock the transfer \cite{rad:001}.

\item On receiving Bobs request Alice sends the reveal secret message \cite{rad:001}.

\item Bob sends an acknowledgement to Alice that he has received the funds. This acknowledgment also serves to synchronize the channel state between the two participants \cite{rad:001}.

\item Finally, Alice send a secret message to Bob informing him that lock will be removed from the merkle tree and the balance values are updated \cite{rad:001}.

\end{itemize}

\textbf{Refund Transfers:} A refund transfer is a special Mediated transfer that is done when one of the nodes along the hops cannot make any forward progress, and routing backtrack must be done \cite{rad:001}.

### Payment Routing

Raiden employs a graph search strategy for routing transfer packets between interconnected nodes. This is implemented as a $A^\*$ search on sorted path and uses capacity as a heuristic \cite{rad:001}. Consider the example shown in the figure \ref{fig:TR}. In this graph each node represents a Raiden node, each edge a channel, arrows represent the direction of transfers, solid lines represent the current search space, dashed lines represent future search space, and the red lines represents closed or exhausted channels. Each node along the hop makes routing decision locally based on what it thinks will be the shortest path for the remainder of the path. These nodes act as mediators forwarding transfers until target is reached or transfer expires \cite{rad:001}.
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**\includegraphics**[width=120mm,scale=1]{figs/TransferRouting}

\caption{Routing Transfers in Raiden Network \cite{rad:001}}

**\label{fig:TR}**

\end{figure}

### Raiden API

Raiden has a URL encoded RESTFUL API that allows users to interact with Raiden nodes. Raiden accepts and returns JSON-encoded objects. The API path has this format textbf{/api/<version>/}. Each Raiden endpoint can be interacted with using one of the HTTP methods e.g GET, PUT, POST, PATCH etc. Raiden defines three types of objects: a channel object for uniquely identifying a channel on the Raiden network, an event object for uniquely identifying channel events, and error object for returning errors for any unsuccessful API queries \cite{rad:001}. Detailed documentation about API endpoints is given in \cite{rad:001} however Some important API queries and endpoints are briefly described below:

\textbf{Registering ERC20 Tokens:} A token can be registered by calling the \textit{/tokens} end point with the contract address of the token. Registering deploys a token network contract for that token. This API end point has the following format: \cite{rad:001}

\textbf{$PUT /api/(version)/tokens/(tokenAddress)$}

\textbf{Channel Deployment:} A channel is deployed by calling the \textit{/channels} endpoint of Raiden rest API with the correct ERC20 token address along with the partner address with whom the channel will be established. This API end point has the following format: \cite{rad:001}

\textbf{$**PUT /api/(version)/channels**$}

\textbf{Funding:} A channel can be funded by either or both parties by transferring and locking tokens in the channel. Channel is opened by calling the \textit{/channels} with channel object as payload. An example of opening a payment channel is given below: \cite{rad:001}

\begin{lstlisting}[language=Java,frame=single,tabsize=2,showspaces=false,showstringspaces=false,

keywordstyle=\color{blue},morekeywords={function,returns,constant,memory},caption={Opening a Payement Channel on Raiden \cite{rad:001}}]

PUT **/api/1/channels** **HTTP**/1.1

Host: localhost:5001

Content-Type: application/json

{

**"partner\_address"**: "0x61C808D82A3Ac53231750daDc13c777b59310bD9",

**"token\_address"**: "0xEA674fdDe714fd979de3EdF0F56AA9716B898ec8",

**"total\_deposit"**: 35000000,

**"settle\_timeout"**: 500

}

\end{lstlisting}

\textbf{Payment:} Either participant can initiate a payment by calling the \textit{/payments} endpoint using the http POST request. The API end point has the following format: \cite{rad:001}.

\textbf{$**POST /api/(version)/payments/(tokenAddress)/(targetAddress)**$}

## InterPlanetary File System (IPFS)

### \textbf{Motivation}

Supply Chain Management processes generate large amounts of data in the form of shipping manifests, order histories, custom invoices, and shipment logs etc. These logs are vital for documentation, compliance and analytics purposes. They stream line existing processes and help in planning more efficient solutions for the future. These reasons make it necessary to have a complete and in-depth log of every activity in the supply chain cycle. The initial iteration of our Supply Chain Dapp was using Ethereum blockchain to store everything including data, conditions, and logs etc. However, initial testing and evaluation of individual submodules soon revealed that storing large chunks of data on a public blockchain such as Ethereum becomes prohibitively expensive \ref{TrxCost} and hence unsuitable for most companies.

### IPFS

The problems mentioned in section \ref{motivation} motivated the search for alternate solutions to serve as a decentralized repository for storing data and logs generated by our Dapp. The ideal solution needs to be decentralized so as not to introduce a single point of failure in an otherwise decentralized environment. It should provide easy read access to all participants while simultaneously preventing unauthorized writes or edits. Interplanetary File system or IPFS \cite{DBLP:journals/corr/Benet14} is a peer to peer hypermedia protocol that aims to be a decentralized replacement for most common Internet protocols like HTTP and FTP etc. These protocols determine the core architecture of most modern centralized applications on the internet. IPFS satisfies all the requirements described earlier. It is designed as a content addressable decentralized replacement for the web. Content-addressed distributed network such as IPFS has a lot of benefits: It decouples data from servers and replicates them across the network of nodes, Data can be stored close to the user, it allows users to verify the integrity of data in the presence of untrusted hosts, and it also protects against DDoS attacks \cite{DBLP:journals/corr/Benet14}. IPFS can be seen as single BitTorrent swarm exchanging objects inside a git repository. It provides a high performance content-addressed block storage model with content-addressed hyperlinks for building file systems, decentralized applications, blockchains, and even permanent web pages \cite{DBLP:journals/corr/Benet14}. Detailed design and description for internal working of IPFS can be found in \cite{DBLP:journals/corr/Benet14}. A brief summary of important building blocks of IPFS is given below:

\textbf{Identities:} Nodes are identified by their NodeID, which is a hash of their public key. IPFS uses S/Kademlia’s static puzzle to generate pair of public and private keys. The keys are encrypted with a passphrase and stored on the node. Nodes exchange public keys with their peers and verify each other identities by calculating hash of the public key and checking if it matches peers NodeID \cite{DBLP:journals/corr/Benet14}.

\textbf{Network:} This module manages connections to other peers using various underlying protocols. It provides a number of desirable primitives to insure smooth functioning of the IPFS network. It uses SCTP to provide reliability even if the underlying network is unreliable. It provides authenticity and integrity of data by using checksums and HMACs. Finally, connectivity in all network environments is insured by employing ICE NAT traversal techniques \cite{DBLP:journals/corr/Benet14}.

\textbf{Routing:} IPFS uses DSHT based routing system to find peers that can serve particular objects. The DHT is created using S/kademlia and coral \cite{DBLP:journals/corr/Benet14}.

\textbf{Objects:} Objects in IPFS are quickly hashed and stored in a Merkle Dag data structure. This insures that objects that contain the same content are stored only once and that all content and their links are uniquely identifiable through content addressing scheme. IPFS uses directed acyclic graphs to store links between objects as cryptographic hashes \cite{DBLP:journals/corr/Benet14}.

\textbf{Files:} Files are stored in a versioned filesystem created on top of Merkle DAG. IPFS file objects are modeled on Git objects and as such are very close to them in design \cite{DBLP:journals/corr/Benet14}.

\textbf{Naming:} IPFS uses a mutable naming system called IPNS to store and address mutable objects and contents. Without IPNS it would be necessary to communicate new hash address with other nodes every time some content was change in a mutable object. IPFS achieves this by defining a mutable state. Every user is assigned a mutable namespace as shown below: \cite{DBLP:journals/corr/Benet14}

\[ /ipns/NodeID/ \]

Users can publish an object to this path by signing it with their private key. Other users can retrieve the object and verify its integrity by checking signature of the uploader. Mutable objects cannot be content addressed hence IPFS relies on its Routing system to publish their hashes and counts on state distribution through the network for other nodes to find mutable objects \cite{DBLP:journals/corr/Benet14}.

# Decentralized Supply Chain Management System

The main contribution of this thesis is a decentralized supply chain management and shipment tracker system. This system is proof of concept implementation to explore applications of blockchain for developing decentralized supply chain management and shipment tracking systems. As discussed in chapter \ref{TS} the backbone of our system is an Ethereum based smart contract. This contract allows invaluable and real time insight into the state of goods at every step of the delivery process. The logistical data is gathered using IoT based smart packages and communicated directly to the smart contract. The requirements for our system are derived from the use case presented in section \ref{ST-Dapp-UC}, so as to define realistic goals which could be realized in the given timeframe.

## Use Case Description

Consider an organization that has several suppliers around the world. It uses these suppliers to deliver different components and packages to its factory floor. These packages must be delivered on time and have to be stored, handled and transported under specific environmental or physical constraints. The Organization and Suppliers set up a business contract detailing delivery conditions. The business contract stipulates guarantees about delivery time and the conditions under which the package needs to be handled for example at no point should the package be exposed to temperatures above a certain threshold. This business use case is modeled in figure \ref{fig:UseCase}. The handling constraints are instantiated as requirements in the smart contract. Once requirements are set the smart contract behaves independently from the perspective of the two shippers. Consequently, we can model the two instantiations as independent contracts i.e. Smart contract A.1 and Smart Contract A.2 which will be referred to as SC-A.1 and SC-A.2 from here on. Smart contracts insure trustless compliance of the agreed upon terms and conditions. Payment channels are established between the organization and its suppliers to insure frictionless payments and remunerations. In this case two payment channels exist Payment Channel A between organization and Supplier A and Payment Channel B between organization and supplier B as shown in figure \ref{fig:UseCase}. These will be referred to as PC-A and PC-B from here on. The system can further be extended to have payment channels between suppliers and shippers shown in the figure as Payment Channels C and D and which will be referred to as PC-C and PC-D. The organization is responsible for compensating every actor in the supply chain life cycle. In order to do so it can either use Ethereum or issue its own ERC20 tokens which can be exchanged for Eth. The main advantage of issuing your own ERC20 token is that you can fix the exchange rate so it’s always tied to a fixed Fiat value. This will protect against price fluctuations in cryptocurrency value. All payment channels for a particular supply chain cycle use the same tokens. The suppliers and shippers get payed in ERC20 tokens.
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\caption{Shipment Tracker - Use case diagram}

**\label{fig:**UseCase**}**

\end{figure}

### Supply Chain Life Cycle

In order to better explain the supply chain life cycle of our particular use case we use the simplified version of the system presented in figure \ref{fig:monitoring\_subdiag}. The simplified version consists of only one supplier and shipper. The company places a new order for components with its supplier and stipulates shipping and handling constraints in the smart contract.
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**\includegraphics**[width=120mm,scale=1]{figs/monitoring\_subdiag}

\caption{Supply chain Life Cycle}

**\label{fig:monitoring\_subdiag}**

\end{figure}
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Once the order has been placed it funds the payment channel associated with its supplier. Supplier packages the components along with a tamper proof smart device which will communicate shipping data with the smart contract. The smart device is a Raspberry Pi running a custom program developed as part of this thesis to monitor package conditions and to send signed data to the smart contract. The data is signed with the help of a lattice based post quantum secure algorithm provided by Dr. Rachid El Bansarkhani. This algorithm protects integrity of data in the presence of post quantum adversaries. The hardware and software that collectively define a smart package will hence forth be referred to as the IoT Node. This node can be configured to send data continuously or when special events are triggered i.e. some shipping violation has occurred. We need internet connectivity throughout the shipping life cycle in order to insure monitoring data is continuously communicated with the Smart Contract and IPFS. The IoT node signs the data with the Post quantum key of the current shipper/ handler. Monitoring starts as soon as the components are packaged in the supplier warehouse, at this time the data sent to the SC-A.1 is signed with key of the supplier. When the shipper X takes possession of the package from the supplier they scan the package. This scanning event represents changing of ownership of responsibility in the supply chain cycle which means from this point on all data sent to the smart contract will be signed with the key of the shipper X. If there is more than one shipper as show in figure \ref{fig:UseCase}, Each one scans the package to take over shipping responsibilities. In our system Smart Contracts and Dapps are responsible for catching violations and taking appropriate actions to penalize violators and compensate aggrieved parties. This brings full transparency for all stake holders in the supply chain life cycle and resolved disputes if any in an efficient and trust less manner.

## System Architecture

The proposed system for the use case described in \ref{ST-Dapp-UC} has four main components:

\begin{enumerate}

\item Ethereum Smart contract

\item Raiden Payment Channels

\item Decentralized Application or Master nodes

\item Smart packages or IoT nodes

\end{enumerate}

The abstract system and processes are modeled in figure \ref{fig:Abstractdesign}. Supplier and company agree on shipment conditions in the form of a business contract. These conditions are configured at the start of each shipment cycle. They are instantiated as requirements in a smart contract on the Ethereum blockchain. They cannot be altered after being set in the Smart Contract. The terms of the contract can include any type of handling constraints like exposure to high temperature, pressure, air etc. IoT enabled packages \ref{IoT-Nodes} monitor the package contents according to the defined constraints and conditions with the help of embedded sensors. They communicate shipping and logics data with the smart contract. The smart contract can detect any breaches of the agreed upon terms enabling the system to take appropriate actions to compensate or penalize the parties involved. Payment channels are established between the organization and its suppliers to handle payments efficiently. The payment channels are deployed using Raiden. A company and its suppliers agree upon a set of conditions either implicitly or explicitly at the start of each shipping cycle. The terms of conditions are instantiated in the smart contract along with contract number or tracking number of the package. The supplier initializes the IoT module inside smart package with the tracking number. Once initialized this module contacts the smart contract to receive set of conditions associated with the tracking number. The IoT device then starts the monitoring procedure as shown in figure \ref{fig:Abstractdesign}. In order to minimize transaction costs IoT devices only sends violations to be stored in the blockchain. Full tracking logs containing sensor data like temperature, location, humidity etc are stored using IPFS. The log address or hash is stored in the blockchain which enables our Dapp to always have access to full logs. It can query IPFS nodes using the stored hashes to download complete logs related to any shipping cycle. Once the package is delivered the organization can check the Dapp interface to see if any conditions were violated. If no conditions were violated it transfers full amount to the supplier or shipper. In the event that violations were detected, smart contract communicates them with the monitoring Dapp. If any violations occurred the Dapp can determine the party responsible so the user can take appropriate actions. These actions could range from giving the supplier or shipper a bad rating to monetary punishments such as withholding payments etc. Penalties are determined based on the severity of the violations.
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\caption{Shipment Tracker – Abstract Design}

**\label{fig:Abstractdesign}**
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## Architecture - Block Diagram Overview

Figure \ref{fig:ArchitectureBD} shows the architectural overview of our system. This system is composed of three high level components, Master Node (see \ref{MasterNode}), IoT Node (see \ref{IoTNode}), and Smart Contract (see \ref{ST-SC}). The Master Node provides overview of the entire supply chain including activities within individual supply lines. It also handles compensation and payments to suppliers. The IoT Nodes monitor package conditions and communicates logging and tracking data with Smart Contract and IPFS. The Smart Contract provides function and logic to serve as a trustless bridge between Master Node and IoT Node. Master Node queries the smart contract to get IPFS log locations and shipping violations.
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\caption{Shipment Tracker – System Block Diagram}

**\label{fig:ArchitectureBD}**

\end{figure}
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## \subsection{System Components}

This section details individual high level components. In sections \ref{MasterNode}, \ref{IoTNode}, and \ref{ST-SC} tackles each component individually and describes sub modules and their relationship to other components.

### Decentralized Monitoring Application - Master Node

Figure \ref{fig:**ArchitectureMN**} details the architecture of Master Node. This component contains the main decentralized application for monitoring all shipments across multiple supply lines. Its primary intent is to provide administrators or managers a comprehensive overview of the entire supply chain. Ethereum public key serves as the main access control mechanism in this module. It uses the public key to determine which processes or supply lines a user can view or access. The access rights are defined and stored in the smart contract. Master Node has two main sub modules. One module deals with payments and payments channels. This module relies on Raiden (see \ref{raiden}) API to establish payment channels. Raiden client must be running and fully synced with Ethereum blockchain for this module to function. The second module interfaces with the Shipment Tracker smart contract deployed on the Ethereum blockchain. The associated GUI for this module (see fig \ref{fig:**ArchitectureMN**}) can be used to define requirements and constraints on shipments and packages that must be followed by suppliers and shippers. This module uses web3 JavaScript library, and MetaMask browser extension to broadcast transactions to the Ethereum Blockchain. MetaMask allows us to run our Dapp Master Node without running a full Ethereum Node. The implementation details and functions of each submodule in Master Node are described in \ref{IMN}.
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\caption{Master Node – Block Diagram}

**\label{fig:ArchitectureMN}**
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### IoT Powered Smart Packages - IoT Nodes

Figure \ref{fig:**ArchitectureIoT**} shows the architecture of IoT Nodes. IoT Node is an embedded device with various sensors attached to monitor shipment/package conditions. IoT core logic is sub divided into three main modules Initialization Module, Sensor Module, and Utils Module. Initialization module is responsible for bootstrapping the device at the start of each new shipping cycle. It sets the shipment tracking number, sets the contract address, sets monitoring and logging intervals, and initializes the attached sensors. The device enters monitoring phase after initialization is complete. In this phase the IoT node first contacts the Shipment Tracker Smart Contract to get a list of conditions associated with the current tracking number. It then starts monitoring functions to periodically check that no condition gets violated. If any violations are found it sends them to the Smart Contract to be permanently recorded on the blockchain. In order to communicate with the blockchain we must have access to an Ethereum client. IoT nodes use the remote Ethereum Geth client provided by Infura. The client provided by Infura is just that, unlike MetaMask it does not store keys or handle transaction signing. It expects that any state altering transactions are already signed. IoT Node uses the Utils module to send signed transactions to the Geth client hosted on Infura. Every transaction is dually signed with Ethereum private key and Post Quantum private key. The Utils module is also responsible for storing shipping logs on the IPFS Network. The implementation details of the IoT Node are explained in \ref{IoT-Nodes}.
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\caption{IoT Node – Block Diagram}

**\label{fig:ArchitectureIoT}**
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### Shipment Tracker - Smart Contract

The shipment Tracker contract is composed of several components as shown in figure \ref{fig:**ArchitectureSC**}. Functional logic of this contract is broken into several public, private and internal functions. Details of some of the important functional component is given in \ref{ST-SmartContract}. The contract defines several data structures to store logical data. Shipment Data and violations sent by the IoT node are stored in ShipmentData (see \ref{ST-SmartContract}) structure, Requirements for individual shipping cycles are held in Requirements (see \ref{ST-SmartContract) structure, and the list of authorized handlers for a individual shipments are saved in Handler (see \ref{ST-SmartContract}) structure. Modifiers in solidity modify function behavior based on some condition. In our contract modifiers are used for restricting access to certain functions and mappings to only authorized personal or devices. I use the modifier OnlyIfSigMatch to insure that data sent by IoT devices is correctly signed by the Post Quantum key of current shipper. Only verified violations are added to the blockchain. Events are used to inform the Master Node, if any state altering function was executed by the Smart Contract. The final component in figure \ref{fig:**ArchitectureSC**} is the library contract helper.sol. In solidity library contracts are singletons which do not store anything and can be called by any contract to extend their functionality. I developed library contract to handle post quantum signature verification. The main contract calls this library contract to verify PQ signatures. The library driven development helps to make our Smart Contract modular. It also insures that the main contract does not exceed the block limit. The current block limit on Ethereum main net is eighth million gwei.
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\caption{Smart Contract – Block Diagram}

**\label{fig:ArchitectureSC}**
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## Diagrams to take guidance from

Sequence Diagram

<https://www.researchgate.net/figure/Services-of-the-supply-chain-sequential-diagram_fig3_272762261>

Informattion flow diagram

<https://www.researchgate.net/figure/Service-supply-chain-simulation-framework_fig1_272762261>

Process Flow Diagram:

<http://muckme.com/blog/deluxe-nyc-penthouse-by-sothebys/>

<https://www.conceptdraw.com/examples/visio-business-process>

# Implementation Details

## Overview

This chapter describes the technologies and modules, which are created or used during the implementation of the proposed architecture. Our solution is implemented as three distinct high level components. In order to better understand the internal workings of each component, it is helpful to know how these modules interact with each other. These interactions are modeled in the sequence diagram shown in figure \ref{fig:**SysSD**}. The company can use Master Node to track packages in route. Supplier and the company agree on the terms and conditions of shipment in advanced. A representative of the company like an admin then uses the Master Node to set shipping constraints that must be followed by all parties involved in shipping and handling process. These constraints map to a unique tracking number in the smart contract and as such are distinct for each package. The company then funds the payment channel that exists between the supplier and itself. The payment channel should have enough funds to pay the shippers and suppliers upon delivery of the package. Master Node provides functions to issue API calls to Raiden for establishing and managing payment channels. Raiden client must be running and fully synced with Ethereum blockchain for the API calls to be successful. Master Node also provides the functionality to give controlled access to IoT Nodes and shippers so that they can communicate shipping data with the smart contract (see addHandlers(…) in fig \ref{fig:**SysSD**} ). The supplier is responsible for initializing the IoT device and packaging it with the shipment. IoT node contacts the Smart Contract to receive requirements associated with its tracking number. It then enters monitoring phase. In this phase the IoT Node uses sensors to continuously monitor the package conditions according to the requirements. These conditions may include temperature, humidity, light, and location or some combination of all of them. The IoT Node stops monitoring after the package has been delivered. If no violations happened during shipment the company instructs the Master Node to release funds to its supplier.
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\caption{Sequence diagram of the proposed package tracking system}

**\label{fig:SysSD}**
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## Hardware Setup

### Master Node

Master Node is implemented using NodeJS. All software dependencies are managed by node package manage i.e. NPM. This enables us to run the Master Node on any windows or Linux system capable of running NodeJS. Master Node sub-modules including Raiden and Geth are quite efficient in terms of RAM and CPU requirements. This enables us to run the Master Node on any moderately capable modern machine. As an example Master Node has been tested on a dual core virtual machine with a 4 GB RAM. There are however space constraints (HDD capacity) imposed due to the Raiden Network. Current iteration of Raiden requires that an Ethereum client must be running locally and fully synced with the blockchain. According to block explorer site “etherscan.io”, the current blockchain size of Ethereum main net is 98 GB, and of Ropsten test net is 50GB. Raiden Network team is currently working on an update which will enable users to sync with remote Ethereum nodes such as those provided by Infura. Until this update is ready the Master Node requires at least 60GB of free hard disk space to manage payment channels when deployed on Ropsten test net.

### IoT Node

The prototype IoT Node is shown in figure \ref{fig:piIoT}. It is implemented using a RaspberryPI 3 model B board, which is running Raspbian Stretch operating system. IoT node runs a custom package monitoring software solution, that is designed using NodeJS. We use GrovePi+ board to interface and connect Temperature, humidity, Light, and GPS sensors with the Raspberry PI.
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**\includegraphics**[width=180mm,scale=1]{figs/piIoT}

\caption{Prototype IoT Node}

**\label{fig:**piIoT**}**

\end{figure}

## Software Implementation

## Master Node – Implementation

The Mast Node has four sub modules as shown in its work flow diagram detailed in figure \ref{fig:master-workflow}. These modules are explained below:

\textbf{login:}

This is the first page that is presented to the user after starting the Master Node. It asks the user to provide the contract address of the Shipment Tracker contract. It also checks if the provided address is a valid Ethereum address. If the address is valid than Dapp.js module is called.

\textbf{MetaMask:}

MetaMask is a browser extension that enables users to communicate with decentralized applications deployed on Ethereum. It eliminates the need for users to run a local Ethereum node. It can be thought of as an Ethereum browser. MetaMask packages an Ethereum wallet, a Web3 injector and an Ethereum client all into one application. It enables our Dapp.js module to send signed transactions to the blockchain. It also manages identity of the user as it securely stores users public and private keys. The Dapp.js module queries MetaMask to get the public key for constant function calls.

\textbf{Dapp:}

This module provides the interfacing logic for communicating with the Shipment Tracker contract. Once loaded it first searched for the web3 library which in this case is injected by MetaMask. If Web3 library is not injected, then it looks for web3 and an Ethereum client on the local machine. The user can use the graphical user interface of this module to call functions from our Smart Contract. The contract ABI is packaged and stored with this module. There are two main types of functions in any Smart Contract i.e. constant functions and non-constant functions. The Master Node uses the MetaMask Ethereum client to get results of constant functions. Recall that constant functions do not alter any state in the blockchain. This is why they can be called without incurring any gas or fee. The remote Ethereum node simply executes these functions locally and returns the result to the Dapp module. This is shown in figure \ref{fig: master-workflow} with the decision box which checks if the transaction is a call to a constant function. State altering functions must be called through signed transactions. The Dapp module uses Web3 and contract ABI to prepare a transaction payload and then hands it over to the MetaMask. Which then prompts the user to confirm gas payment by signing the transaction. It then proceeds to broadcast the signed transaction to the Ethereum Network. The transaction is then mined and every node on the blockchain executes the Smart Contract function associated with the transaction.

\textbf{RaidenAPI:}

Users can choose to load the RaidenAPI module any time after a successful login. This module presents the user with a unified GUI that shows all open channels. It allows consuming Raiden channels and payments endpoints from the RESTful API. The Raiden client must be running and fully synced for the API calls to be successful. The user is responsible for insuring that the client is running before starting this module.
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**\includegraphics**[width=180mm,scale=1]{figs/master-workflow}

\caption{Work Flow diagram for Master Node}

**\label{fig:**master-workflow**}**

\end{figure}

## IoT Node – Implementation

The System work flow of IoT Node is shown in figure \ref{fig:IoTNode}. It is implemented as a command line program on RaspberryPI with the help of NodeJS. We have bundled all helper libraries including Web3.js, keyEthereum etc using node package manager utility. To start the shipping and monitoring process the supplier initializes the device with the tracking number. The device then contacts the SmartContract to read the shipping requirements associated with its tracking number. Transactions to Ethereum blockchain are relayed through remote Ethereum Nodes provided by Infura. It only provides API access to Ethereum nodes it does not store any keys nor does it handle transaction signing. The Sensors sub module calls functions in Utils modules to handle all Web3 calls. Utils module creates a web3 transaction to request a list of requirements the IoT Node need to adhere. This transaction is passed to Infura Ethereum Node which executes the request and returns results back to our node. Upon retrieving the shipping conditions from the Smart Contract the Sensors module initializes the required sensors i.e. temperature, light etc. Once the sensors have been initialized the IoT node enters the monitoring phase. Monitoring is further divided into two phases: 1- Checking for violations or Monitoring, 2 - logging (shipment data).

\textbf{Monitoring:}

IoT Node checks sensor reading every few minutes to insure no violations have occurred. The monitoring period can be configured during initialization phase. If any violations are found, they are immediately sent to the Smart Contract to be recorded permanently. Violations are also added to the log. Recording violations in the blockchain is a state altering transaction, hence it must be signed by the Ethereum private key of the device. Utils module automates this process with the help of helper library ethereumjs-tx.js. Violations are signed with the Ethereum key of IoT Node and with the Post Quantum key of current shipper i.e. the one who breached the conditions. Violation packet sent to the blockchain is shown in figure \ref{fig:violation-impl}. The PQ key changes when a new shipper takes control of the package or shipping procedure. Violation packets always carry the id of the current shipper along with the time and date of violations. This enables easy identification of the responsible party.

\textbf{Logging:}

Logging basically creates a detailed record of package conditions in the form of a log. Each log entry contains the shipping Data packet shown in \ref{fig:violation-impl}. In short logging function logs sensor values, package location, and shipper ID every 5 minutes. This log is written to IPFS as a mutable file object. Utils appends new log chunks at the end of previous log stored at IPFS. The generated hash is stored in the blockchain. This allows retrieval of complete logs after package has been delivered. These logs are useful for analytics purposes. The IPFS log interval can be configured during the initialization phase. Logging and Monitoring continue as long as the package is in transit, and the shipping status remains un delivered.
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**\includegraphics**[width=180mm,scale=1]{figs/IoTNode}

\caption{Work Flow diagram for IoT Node}

**\label{fig:**IoTNode**}**

\end{figure}

## Shipment Tracker Contract – Design Details

This section presents important design elements of the Shipment Tracker Smart Contract. We have defined custom mapping and list structures to function as a logical database in our Smart Contract. This database saves tracking information, supplier access rights information, and shipping requirements. The primary key that logically binds different data structures is the tracking number. This tracking number is unique for each shipment or package. It is used as the key to store shipment data in the correct Solidity mapping. A mapping is a sort of hash table which is virtually initialized so that all possible keys exist in the table. In essence it is a key value pair mapping as shown in the figure \ref{fig:Sol-Mapping}. We have three main types of mappings in the Shipment Tracker contract. TrackingInfo mapping stores violations and tracking data associated with every package. This is described in \ref{SV}. HandlerList mapping defines the rights of IoT Nodes and shippers (see \ref{AuthHandlers}). It tells which handler or Node is able to send violations and data to be stored in the TrackingInfo mapping. RequirementList mapping is responsible for defining requirements according to which each individual package must be handled. Our design relies on custom defined Solidity Modifiers that prevent shippers and IoT Nodes from modifying unauthorized sections of the database. Function modifiers are explained below:
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**\includegraphics**[width=80mm,scale=1]{figs/Sol-Mapping}

\caption{Sample Solidity Mapping}

**\label{fig:**Sol-Mapping**}**

\end{figure}

\textbf{Function Modifiers}

Modifiers are a convenient way to modify a functions behavior. They make sure that certain conditions are met before a contract function is executed. They are most commonly used to restrict access to certain parts of the program. When a function is called its modifiers are executed first to decide if the calling user or private key has the right to read or change the contract state. Shipment Tracker contract has three main modifiers as shown in figure \ref{fig:sc-workflow}. These are described in \ref{CWF}. Together these three modifiers perform authorization checks on different functions of the smart contract.

### Shipment Tracker – Contract Work Flow \label{CWF}

The functionality of the important sub modules of the Smart Contract are explained in the diagram presented in figure \ref{fig:sc-workflow}. The AuthorizeHandlerAddress function stores the IoT Node’s Ethereum public key and Shippers ID and PQ keys. This data is stored as Handler Object in the HandlerList mapping. This mapping uses the tracking number as keys. Each key in the mapping corresponds to a dynamic list of handler objects as shown in figure \ref{fig:handler-impl}. This function also insures that handler objects in all handler lists are unique. CheckAuthorization is the combination of two modifiers i.e. “onlyOwner” amd “onlyAuthorized”. The first modifier insures that only the contract owner i.e. the person in possession of the private key that deployed the contract, can make certain types of changes. This modifier is used for defining requirements on individual packages as explained in section \ref{SV}. The company is the only party that is able to define package requirements in the Smart Contract. “onlyAuthorized” modifier insures that shipping data and violations sent from IoT Nodes are saved in the correct section of the TrackingInfo mapping. It prevents unauthorized devices from modifying this mapping. The VerifySignature function shown in the diagram performs Post Quantum signature verification on the data received from the IoT Node. "OnlyIfSigMatch" modifier uses this function to insure that data and violations sent to the blockchain are correctly signed by the shippers PQ key. This insures data integrity. It insures that correct party could be held accountable for violations. This is particularly important in the cases where there is more than one shipper involved in the shipping procedure. To send violations to the blockchain IoT nodes call the LogTrackingInfo contract function. IoT Node sends current shippers ID in plain text form along with violations. Violations are encrypted and signed by the shippers PQ key. LogTrackingInfo uses the unencrypted shipper ID to locate shippers PQ key stored in the HandlerList mapping. It than proceeds to decrypt the encrypted information and calls the ChkViolation function. This function checks if the tracking data sent to contract is a violation according to the defined requirements. Once a requirement violation is verified it stores it in the TrackingInfo mapping and fires the violation event. Master Node and shippers can subscribe to violation events to get critical real time information related to package conditions. There are several Get Functions defined in the contract to read stored information related to a package. These include functions to read list of shippers authorized to handle the package, requirements according to which this package should be handled, and any and all violations incurred during shipping process. Finally, IoT node uses the SetIPFS function to store IPFS hash address of the detailed log created during shipping. This log can be retrieve from anywhere just by knowing the hash address.
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\caption{Shipment Tracker work flow}

**\label{fig:**sc-workflow**}**

\end{figure}

### Handler Authorization \lable{AuthHandlers}

The AuthorizeHandlerAddress (see \ref{ fig:sc-workflow}) allows Shippers and IoT Nodes to communicate shipping data and violations with the Smart Contract. Each package has one or more handlers or shippers who are authorized by the company to handle packages during shipping. The list of authorized handlers is stored in the HandlerList mapping shown in figure \ref{**fig:handler-impl**}. This mapping uses the tracking number of the package to create a dynamic list of handler objects. Each handler object represents only one shipper. Each object contains the shipper ID, their PQ key and the IoT Node Eth address. The IoT nodes Eth address is used for communicating shipping data with the blockchain. The company adds shippers or handlers to the HandlerList mapping by generating a transaction using the Master Node’s graphical interface. This is a state altering operation; hence it must be signed using company’s private Ethereum key. Contract design dictates that this key must be the same as the one that was used to deploy the Shipment Tracker Contract. This key is represented as Master Node Eth Address in the figure \ref{**fig:handler-impl**}.
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**\includegraphics**[width=160mm,scale=1]{figs/handler-impl}

\caption{Adding a new handler to the Handler List}

**\label{fig:handler-impl}**

\end{figure}

\textbf{Revoking Authorization}

If for any reason the company wants to revoke authorization of any shipper. They can do so by calling RevokeAuthorization function using the Master Node. This function removes the handler object associated with the shipper in the handler list. This is also a state changing operation and as such must be completed using a signed transaction.

### Requirements

Shipping Requirements is similar to authorizing handlers as evident from the work flow diagram in figure \ref{ fig:sc-workflow}. Adding or removing requirements is a state changing operation and as such can only be executed using signed transactions. A miner verifies that the transaction is correctly signed by company’s private key. It then passes the transaction payload to the Smart Contract. The transaction payload in this case is a call to SetRequirements function of the Shipment Tracker Contract. The contract verifies weather the Ethereum address that made this call has the right to execute this function. This is achieved using the “onlyOwner” function modifier. The SetRequirements function parses the received Master Node object shown in figure \ref{**fig:requirement-impl**} and extracts the tracking number. This tracking number is the key for storing requirements in the RequirementsList Mapping. The function then creates the Requirement object. This object is saved in the dynamic array that corresponds to the tracking number in the mapping as shown in figure \ref{**fig:requirement-impl**}. The requirement object can hold different types of requirements e.g temperature, light, pressure, Humidity etc. This necessitates that the requirement object is as generic as possible. This object has two essential properties i.e. requirement ID and Severity Level. Everything else is optional. Requirement ID uniquely identifies a type of requirement e.g. temp for monitoring package temperature. Severity level can have one of four values e.g. Critical, High, Medium and Low. Max Threshold and Min Threshold properties of the requirement object define the maximum and minimum values that must never be exceeded. As an example consider a medical substance that must be transported under strict climate controlled conditions. The package temperature must never exceed $25^\circ$C (Max Threshold), neither should the temperature fall below $-10^\circ$C (Min Threshold). Sometimes we only require one type of threshold i.e. either max or min. The two requirement flags i.e. Min Flag and Max Flag let the IoT node know which threshold is relevant for any given requirement ID. If both flags are true than then we check the sensor values against both thresholds.
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\caption{Setting shipping requirements for shippers}

**\label{fig:requirement-impl}**

\end{figure}

\textbf{IoT Nodes and Requirements:}

IoT Node requires a set of requirements to begin monitoring package conditions. It receives these requirements by sending its tracking number in the form of a get requirements request to the shipment tracker contract. The tracking number was assigned to it during the Initialization phase. The contract responds to IoT node’s request by sending all the requirements associated with a particular tracking number. This requirement ID determines which environmental conditions the IoT Node will monitor. These nodes have been tested with temperature, humidity, pressure, and GPS sensors. Additional sensors can be easily integrated without any major changes. In the Master Node this is simply a matter of defining additional requirement IDs. The IoT Node reads the requirements and checks if it has a sensor capable of monitoring the conditions defined by the requirement ID. If no such sensor is found it proceeds to the monitoring phase, but only monitors the condition for which it has sensors for.

### Storing Violations

IoT nodes are responsible for monitoring shipping conditions according the defined requirements during shipping. Each shipping cycle is logically separate from others. It could be that an organization has different set of suppliers for different products. IoT nodes and suppliers only have access to the parts of the database (mappings) that are associated with their package tracking number as shown in figure \ref{fig:violation-impl}. This insures that shipment data and violations remain logically separated even with multiple parallel supply lines. The shipping data object sent from the IoT Node has the tracking number, which is used as the key in the Solidity mapping as shown in figure \ref{fig:violation-impl}. This object is signed with the post quantum key of the shipper. This insures data integrity even in the presence of Post Quantum threats. IoT Node can be optionally configured to encrypt certain parts of the shipping data object to protect confidentiality during transit. Shipment Tracker contract parses the received shipping data object and creates the violation object shown in figure \ref{fig:violation-impl}. This object is passed to the check violations functions and to confirm shipping violations and to fire appropriate violation events. Company and suppliers can subscribe to these events and respond in real time. All violations are permanently stored on the blockchain.
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\caption{Adding shipping data and violations to the blockchain}

**\label{fig:violation-impl}**

\end{figure}

## Securing the System against Post Quantum Adversaries

The biggest advantage of a blockchain is the security benefits afforded to them due to their decentralized nature. Blockchain security model relies on a combination of cryptographic primitives, secure hashing algorithms, digital signatures and distributed nodes. It is almost impossible for a single attacker to hack the blockchain. Relying on traditional means any successful attacker would need to control more than half the nodes or network hashing power to create fraudulent transactions. This is known as a 51 percent attack. This attack is almost impossible in large blockchain networks such as Bitcoin and Ethereum. However, one thing that could pose a threat to blockchain are Quantum Computers. They are a promising area of research, but could one day prove to be an existential threat to the blockchain. This is because they can at least in theory break the cryptographic primitives that blockchains rely on. One of our goals is to design a system with architecture primitives that could defend against any future quantum adversaries. It needs to prevent attackers from modifying critical parts of the system such as violation data. This system can be explained with the help of algorithm \ref{alg:MYALG}.

\begin{algorithm}[h]

Initialize the IoT device\;

\KwData{Get Sensor Data}

\While{Shipping status not Delivered}{

Check violations\;

\eIf{violation detected}{

Start signature procedures\;

Seed = random(256)\;

PQSign = Sign(Message,SecretKey)\;

message = (dataID || location || status ||seed)\;

Encrypt function arguments\;

CreateSignedEthTransaction(EthpvtKey,Functioncall(encryptedArgs,PQsign,seed,shipperID))\;

BroadcastTransaction\;

save violation and shipping data in IPFS;

}{

save shipping data in IPFS\;

}

}

Blockchain verifies GAS and Ethereum Signatures\;

\While{Miners available} {

checkAuthorization(IoTNode public key)\;

Smart contract verifies PQ signatures\;

get shipper PQ key from Shipper ID\;

VerifySignatures(PQkey,seed,signature)\;

if Authorized and PQsignatures Match execute the function\;

}

\caption{Algorithm describing our System Security Model}

**\label{alg:MYALG}**

\end{algorithm}

Our proposed security model relies on a combination of rights management based on Solidity modifiers and post quantum algorithms for generating secure digital signatures. Important parts of this solution are explained in detail in section \ref{ST-SmartContract}. The post quantum signature scheme for this scenario uses lattice based algorithms developed at TU Darmstadt such as \cite{cryptoeprint:2011:484}. Alternatively, we can also use schemes recently submitted to NIST. The PQ algorithm is implemented in a separate library contract as shown in figure \ref{fig:ArchitectureSC}. Our shipment tracker uses a wrapper function to call the signature verification function of the helper contract. This enables us to easily change the post quantum algorithm without requiring any major changes in the Shipment Tracker Contract. Our security model only protects data integrity and additionally can be used to protect confidentiality during transport. We do not guarantee confidentiality of data after it has been stored on the blockchain. This is because everything stored on the blockchain is by default visible to every node having a copy of the ledger. A malicious node can dig through the stored blocks and get PQ keys of authorized shippers using eth.getStorageAt function. They can then use these keys to decrypt data. This process is not as trivial as it sounds: An attacker would need to know the Block Number and Transaction ID to easily pinpoint the location of keys in the Ethereum ledger, given reasonable time and resources this can be accomplished. If we use asymmetric post quantum algorithm than knowing the PQ public key alone will not be enough to violate integrity.

## Implementation Challenges

This section details some of the challenges we face while implementing our Shipment Tracker system.

### Radien

We faced most difficulties while getting Raiden client to work reliably. When we started developing our solution Raiden was in its developer preview / beta stage. We choose it because at that time it was the most mature off chain transaction solution available for the Ethereum Echo system. The other solutions under consideration was Perun, which at the time was still working on a proof of concept implementation. Raiden was particularly difficult to setup and get off the ground. To get started it first needs to completely sync with the Ethereum blockchain. This process can take up to 3 to 5 days to complete in the worst case scenario. Even after syncing it required that the machine hosting Raiden remained on to as continue syncing with new transactions. If we turned off the machine, we would have to wait for it to catch with the blockchain before we could use it again. Once it was setup we faced further problems making direct payment transfers. The direct payments worked intermittently. This problem led us to contact the Raiden team to find a solution. We worked closely with the development team to debug the issue. It was concluded that the Raiden Nat punching module was the culprit. This module is required to punch through firewall and local Nat routers. This module did not always work reliably. In order to make direct payment transfer Raiden nodes need to be able to ping each other. In the end we found a work around which worked 90% of the times, at the time of last contact Raiden developers were still working on a permanent fix for the Raiden Nat punching module. Raiden has now also updated its official documentation \cite{rad:001} to add a set of best practices to be implemented by the user. These best practices are closely aligned with the work around that we discovered to resolve some of the situations we were facing.

### Web3

The Web3 is a JavaScript helper library which allows us to communicate with Ethereum nodes over HTTP connections. In our project we use node package manage NPM to manage dependencies for us. NPM always installs the latest official version of the required libraries. When we started development the latest version was Web3 0.20.6. Half way through development a new version of the Web3 library i.e. 1.0.0 was released. The new update radically overhauled how the library was implemented and worked. It changed functional interfaces and how they are called. The new update also changed the manner in which the functions could be used by making major architectural changes in Web3 function calls. This forced us to re-implement and overhaul application code for Master Node and IoT Node. In version 0.20.6 a Web3 function calls behaved synchronously i.e. execution of the module would halt until the call was resolved. This meant we could count on the next function to always get correct results from the previous function calls. In the new 1.0 update Web3 function calls behave asynchronously i.e. it does not halt any part of the program. This means that after a transaction call was made it would return immediately and return control to the next function inline even though the previous function has not resolved yet. Instead of returning values new update returns JavaScript Promises. This means we are required to use callbacks to resolve promises correctly. We also had to re design how we passed values from individual sub modules to other modules. In version 0.20.6 we passed the values directly to other modules, in version 1.0.0 we had to redesign IoT Node sub modules to use Async/Await for communicating values across module boundaries.

# Testing and Evaluation

This Chapter details testing methodologies used to verify functional and non-functional aspects of the Master Node, IoT Node, and the Shipment Tracker Contract

### Testing Environment and Strategy

Every function of Shipment Tracker contract is tested extensively using the Truffle framework and Remix Ethereum IDE. Truffle is a framework for testing and deploying Smart Contracts. Truffle can be installed using Node Package Manage (NPM). It provides an Ethereum Virtual Machine TestRPC client called Ganache CLI. This mimics the Ethereum Network in a sand boxed environment. This client runs on the local machine and simulates the blockchain Network. The test RPC client is useful for testing Smart Contracts and decentralized applications before deploying them on the real blockchain. It makes the process of testing Ethereum Smart Contracts very simple. Ganache CLI is a self-contained private blockchain on a machine. Every transaction sent to this blockchain is immediately mined and confirmed. This allows anyone to quickly test small changes in their contracts.

### Testing Complete System Interaction

Complete system cannot be tested using the Truffle framework. TestRPC provided by Truffle is a sandboxed blockchain, private to the system where it is running. Individual modules like IoT node cannot communicate with the private blockchain running on the Master Node. An additional problem is that the blockchain ledger is wiped cleaned when the TestRPC client is closed. The Shipment Tracker contract is deployed on Ropsten test network for testing complete system interactions. Ropsten Test Net closely mimics the main Ethereum blockcahin in terms of its operations. Unlike the main blockchain Ropsten Eth can be requested for free from Ropsten faucet \url{https://faucet.ropsten.be/}. This enables any one to test complete systems without spending money. Transaction confirmation times on Ropsten can vary depending on the network hashing power and load. This makes it unsuitable for module testing or situations where developers need to test small changes quickly.

### Master Node

Master Node has several parts including the GUI, Smart Contract interface and Raiden Network Interface. The GUI and Raiden Network were largely tested manually. Raiden token transfers were tested using the Master Node Raiden module. The token transfers were validated by calling Raiden API endpoints using CURL. The main focus of our testing was the Dapp.js module of the Master Node. This module is used for interacting with the Smart Contract. Two types of testing were performed. TestRPC was used for testing individual functions against locally deployed version of the Shipment Tracker Contact. Full system interaction was also tested by configuring the Master Node to interact with the Shipment Tracker contract, deployed on the Ropsten test network.

### IoT Node

We used Ropsten test Network to test the IoT Node. IoT Node was triggered to send violation events to the Shipment Tracker contract deployed on Ropsten. Validation testing of Individual sub modules was performed using Truffle TestRPC. Each major update would go through a suite of validation testing before being deployed on the Raspberry PI. Validation testing was done on a Windows machine. A SensorTest,js class was deployed on the development machines which provided simulated sensor values for development testing.

In order to simulate shipper change event a push button attached to the IoT Node was used to send a shipper change event.

## Testing Scenarios and Results

This section details various testing scenarios used for validating different system parameters. In order to closely mimic real world use case, the Smart Contract was deployed on Ropsten test Network at the address: \[0x32b1104f718e0c89de5197719e96043f77990c18\]

Unless mentioned otherwise all test cases are using this contract. The contract was deployed using Ethereum private key of the Master Node. This gives this node the rights to set requirements, authorize shippers and IoT Nodes, and to revoke authorizations. Data for individual transactions like setting requirements, and sending violations etc. can be viewed by using a block explorer. The link to view transaction data is: \url{https://ropsten.etherscan.io/tx/YourTransactionHash}

### Scenario – I \label{authtesting}

This scenario verifies the behavior of set requirements and authorize shipper functions. This test case will lay the foundation for testing performed in\ref{reqtesting} and \ref{authtesting}.

\textbf{Testing Authorization}

Master Node is used for authorizing shippers and IoT Nodes. The hash of the transaction generated as a result of successful call to the authorization function is given below:

\[0x049960bcb0ce5f83289c64b942124c7d7af21a1dd5e2f47fa859fa49cbe7b484\]

We need to verify the following:

\begin{enumerate}

\item Shipper and IoT Node are successfully added to the authorization list.

\item Smart Contract should fire the AuthorizeAddressEvent.

\item Only the contract owner is able to authorize shippers and IoT Nodes.

\end{enumerate}

\textbf{Results}

List of authorized handlers for any tracking number can be read from the Smart Contract using the Master Node. This verifies that the Shipper and IoT details were successfully added to the blockchain. Master Node detected the AuthorizeAddressEvent event. The last condition can be verified by calling the authorization function using a different private key then that of the owner. In this case the contract rules will not allow any changes to the contract state. The transaction fails and remaining gas reverted as shown in the figure \ref{fig:AuthorizingHandler}

\begin{figure}[h]

\centering

**\includegraphics**[width=170mm,scale=1]{figs/AuthorizingHandler}

\caption{Unauthorized modifications of the handler list are not allowed}

**\label{fig:AuthorizingHandler}**

\end{figure}

### Scenario – II \label{reqtesting}

\textbf{Testing Requirements}

This scenario validates the requirement feature of our system. Requirements are set for a specific package or supply line. The tracking number for the test package will be “TestCase001”. Master Node is used to set a requirement with requirement ID ‘LUX’ as shown in the figure \ref{fig:SetRequirements}. The maximum threshold value is set to 200. Max flag is set, this indicates to the IoT Node that only maximum threshold is of interest for this requirement.

\begin{figure}[h]

\centering

**\includegraphics**[width=170mm,scale=1]{figs/SetRequirements}

\caption{Setting Light Sensor Requirement}

**\label{fig:SetRequirements}**

\end{figure}

The transaction hash for the successful transaction is given below:

\[0x589b96de8e100519fcbcd481dd8b54d02a314a68e70ab2aa29d75143d712c4fc\]

We need to verify the following:

\begin{enumerate}

\item Requirements are successfully added to the requirement list in the blockchain.

\item Requirement event is fired from the Shipment Tracker contract.

\item Only the contract owner should be able to define requirements.

\item A correctly initialized and authorized IoT Node can read requirements from the blockchain.

\item IoT Node initializes the correct sensor (light sensor) and starts the logging process.

\end{enumerate}

\textbf{Results}

The transaction for requirement Id LUX is successful. This requirement is successfully save in the blockchain. Master Node detects the new requirement event. The transaction generated using a different Ethereum key fails. This verifies that only contract owner is allowed to set requirements.

\textbf{IoT Node:}

IoT node is initialized with the tracking number “TestCase001”. This node was authorized to read requirements for this tracking number in \ref{authtesting}. The requirement Id corresponds to the Light Sensor in the IoT node. The IoT Node successfully reads the requirements and starts the monitoring process as show in figure \ref{fig:IoTreq}.

### Scenario – III

This test case models a simple scenario involving a single shipper and no violations. One shipper is responsible for delivering the package from supplier warehouse to the factory floor. The IoT Node monitors package exposure to temperature (Temp), light (LUX) and pressure (PRESSURE). In this case only two transactions are saved in the blockchain. One to indicate delivery of the package, second to save the IPFS hash of the log file at the end of the delivery cycle. The monitoring interval is set to 1 minute. This scenario verifies the following:

\begin{enumerate}

\item Multiple requirements are successfully monitored by the IoT Node.

\item Detailed log is saved in IPFS.

\item IPFS log hash is successfully saved in the Shipment Tracker contract.

\end{enumerate}

\textbf{Results}

IPFS log address is automatically saved to the Shipment Tracker contract when the package status changes from shipping to delivered. The shipping status can be manually changed to delivered or it can change in response to an external event. This could be a scan event at the factory floor. Alternatively, IoT Node can be programmed to change the shipping status to delivered based on location data received from the GPS sensor. Figure \ref{fig:IPFSlog} shows the monitoring log generated for this test case.

\begin{figure}[h]
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**\includegraphics**[width=170mm,scale=1]{figs/IPFSlog}

\caption{Monitoring log saved on IPFS}

**\label{fig:**IPFSlog**}**

\end{figure}

The IPFS address for this log is given below

\[QmPDT5VnQ6m57XTgskjdSHPrMZotd6hGaakv8JQca7tCMN\]

### Scenario – IV

The test case models the scenario with multiple shippers and multiple violations. The package number “TestCase001” is monitoring temperature, light and humidity. There are three shippers involved in shipping cycle. The shipper change event can be simulated using a push button. A test class detects the button press events, and sends the new shipper Id and PQ key to the IoT Node. Three shippers namely “DHLShipper1”, “DHLShipper2”, and “PostShipper2” were authorized to handle the package. In actual scenarios package handover event (shipper change) will be detected using an NFC chip. Master Node and Shippers can subscribe to violation events to get real time information about package conditions.

\textbf{Results}

There were two violation events detected, a temperature violation and a light violation. The temperature violation was simulated using human body heat on the sensor. The maximum temperature threshold was set to 30 degrees Celsius. The light violation was simulated by exposing the light sensor to direct sunlight. Master Node was able to detect the violation events fired from the Shipment Tracker Contract. It also helps us pin point which shipper was responsible for which violation. %An example of this is shown in figure \ref{fig:violationEvent}.

\begin{figure}[h]
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**\includegraphics**[width=160mm,scale=1]{figs/IPFSlog}

\caption{Master Node detects violations}

**\label{fig:**violationEvent**}**

\end{figure}

Violation transactions are sent from the IoT Node to the Smart Contact. The transaction hashes are given below:

TemperatureViolation:

\[ 0xc0d85edc38b955055e6a203c3d5c5b400e4324d47a467431b590e71f501ebab2\]

Light Violation: \[0x9b1758c50663f386c334838b1861cccd96e03f20bb62dd6160cca3cbcff3a068\]

### Scenario – V

This test case models the scenario of an organization having multiple concurrent supply lines with different shippers and suppliers. This is the realistic case in many medium or large organization operating a Just in Time supply chain. This experiment focuses on the performance of the Shipment Tracker contract under sustained load of multiple violations, sent from different supply lines.

\Textbf{Test Setup}

A TestSensor program is written to simulate an IoT Node sending shipping violations to the Smart Contract. Four supply lines namely “TestCase001”, “TestCase002”, “TestCase003”, and “TestCase004” are defined. Each supply line has two to three authorized handlers. The test program is executed on three machines. Each machine ran up to four instances of this program for a total of up to twelve concurrent shippers. Each shipper sent violations after an interval of one to two minutes. Etherscan is used to determine average transaction confirmation time. It is also used to determine when a violation event is fired from the Smart Contract. Master Node logs the time when it receives shipping violation events.

\textbf{Results}

The results of this experiment are summarized in table \ref{table:t21}. The Event Latency defines the interval between the Shipment Tracker firing an event till it is seen at the Master Node. This experiment indicates that event latency is not effected by transaction load and is largely due to transport and network delays. This table shows that in best case scenario the number of concurrent shippers do not affect the system performance or transaction confirmation times. There are certain scenarios where system performance will be affected (see scaling debate \ref{scaling}). These include factors such as a drop in network hash power, or an adverse and exponential increase in network load i.e. number of overall transactions sent to the blockchain. These factors are beyond our control and are effecting the blockchain community as a whole. Developers are working on proposals for scaling public blockchains as discussed in \ref{scaling}. Alternatively, a private or consortium blockchain such as Hyperledger Fabric can be used to mitigate some of these factors.

\begin{table}[h]

\centering

\resizebox{\columnwidth}{!}{%

\begin{tabular}{|c|c|c|c|}

\hline

\rowcolor[HTML]{5B82BA}

{\color[HTML]{FFFFFF} \textbf{Nr. of Concurrent Shippers}} & {\color[HTML]{FFFFFF} \textbf{Avg. Confirmation Time}} & {\color[HTML]{FFFFFF} \textbf{Avg. Transaction Cost}} & {\color[HTML]{FFFFFF} \textbf{Event Latency}} \\ \hline

1 & 1 - 2 mins & 0.10 \$ & \textless 1 sec \\ \hline

3 & 1 - 2 mins & 0.10\$ & \textless 1 sec \\ \hline

6 & 1 - 2 mins & 0.10\$ & \textless 1 sec \\ \hline

9 & 1 - 2 mins & 0.10\$ & \textless 1 sec \\ \hline

12 & 1 - 2 mins & 0.10\$ & \textless 1 sec \\ \hline

\end{tabular}%

}

\caption {Performance Impact of Multiple Concurrent Shippers on Decentralized Shipment Tracker}

%%%%%%%%%%%%%%%%%%%do these at the end if you have time%%%%%%%%%%%%%%%%%%

**\subsubsection{revoking Authorization}**

check revoking authorization of 1 out of three shippers.

after revocation this shipper is unable to send data. Since data will not be signed by shipper PQ key.

**\subsubsection{Testing Token Transfers and Channels deployement - Raiden}**

Put screen shots for token transfers if found, Mention how token transfer is immedeiate, mention synching time with the blockchain.

give the list of best practices and other things you found helped establishing channels. check both laptop and virtual machine for screen shots.

**\subsubsection{Scenario}**

Testing sending violations from unauthorized nodes and shippers. Test both cases i.e. when node is authorized but shipper is not, and when both nodes and shipper are not authorized.

### Transaction Speed and Cost

The evaluations presented in the next few sections are based on approximations using volatile data like Eth price, and Gas Price. The volatile nature of key transaction parameters makes it difficult to perform accurate estimations.

\textbf{Tools used:} etherscan.io, ethgasstation.info

Section \ref{trxprice} showed that the total transaction cost can be calculated by multiplying, the gas used by the transaction, with gas price. The user is allowed to set their own gas price. This price usually determines how fast on average the transaction will be confirmed. Miners usually prefer transactions with higher gas prices over others. If the price is too low miners will simply ignore the transaction. Minimum safe gas price can be found using ethgasstation.info. The gas price depends upon network conditions. The table \ref{table:t2} given below shows gas prices on two different dates. The total gas required by a transaction depends on the type of operation it will perform and will largely remain same for the same type of transactions.

\begin{table}[h]

\centering

\resizebox{\columnwidth}{!}{%

\begin{tabular}{|c|c|c|}

\hline

\rowcolor[HTML]{5B82BA}

\multicolumn{1}{|l|}{\cellcolor[HTML]{5B82BA}{\color[HTML]{FFFFFF} \textbf{Date}}} & {\color[HTML]{EFEFEF} \textbf{Speed}} & {\color[HTML]{EFEFEF} \textbf{Gas Price (gwei)}} \\ \hline

& SafeLow (\textless{}30m) & 3 \\ \cline{2-3}

& Standard (\textless{}5m) & 5 \\ \cline{2-3}

\multirow{-3}{\*}{\textbf{16 September 2018}} & Fast (\textless{}2m) & 6 \\ \hline

& SafeLow(\textless{}30m) & 25 \\ \cline{2-3}

& Standard(\textless{}5m) & 45 \\ \cline{2-3}

\multirow{-3}{\*}{\textbf{December 4 2017}} & Fast(\textless{}2m) & 57 \\ \hline

\end{tabular}%

}

\caption {Gas Price and transaction times}

\label{table:t2}

\end{table}

### Cost of Contract Deployment

Initially we intended to use separate Smart Contracts for individual shipping cycles. The idea was a new contract would be deployed at the start of each shipping cycle. We quickly realized this would generate lots of segregated contracts to keep track of for a large organization. It would also be expensive in terms of operations, deployment and maintenance specially on a public blockchain like Ethereum. Figure \ref{**fig:STC**} shows a transaction deploying Shipment Tracker Contract using MetaMask. Table \ref{table:t3} shows cost of deploying Shipment Tracker and Helper contracts based on different Eth prices. The prices in this table are given after converting from Eth to US dollars. We have used two different Eth prices to elaborate the worst case and average case scenarios. Ethereum prices can fluctuate by significant amounts from one day to another. Deploying a contract can be the most expensive transaction in any Ethereum based system. Considering this and other factors listed above we chose to design a contract that could handle multiple shipping cycles in parallel. This contract is more complex and hence costs more to deploy compared to the contracts that would handle only one shipping cycle. However, this contract has to be deployed once and hence is much more efficient in terms of operations and maintenance.

\begin{table}[h]

\centering

\resizebox{\columnwidth}{!}{%

\begin{tabular}{|l|l|l|l|c|}

\hline

\rowcolor[HTML]{5B82BA}

\multicolumn{1}{|c|}{\cellcolor[HTML]{5B82BA}{\color[HTML]{FFFFFF} \textbf{Contract}}} & \multicolumn{1}{c|}{\cellcolor[HTML]{5B82BA}{\color[HTML]{FFFFFF} \textbf{Gas Limit}}} & \multicolumn{1}{c|}{\cellcolor[HTML]{5B82BA}{\color[HTML]{FFFFFF} \textbf{Deployment Cost}}} & \multicolumn{1}{c|}{\cellcolor[HTML]{5B82BA}{\color[HTML]{FFFFFF} \textbf{Gas Price}}} & {\color[HTML]{FFFFFF} \textbf{Price of 1 ETH}} \\ \hline

\textbf{Helper.sol} & 922416 gwei & 10\$ & & \\ \cline{1-3}

\textbf{ShipmentTracker.sol} & 6468201 gwei & 70.2\$ & \multirow{-2}{\*}{15 gwei} & \multirow{-2}{\*}{222\$} \\ \hline

\textbf{Helper.sol} & 922416 gwei & 116.4\$ & & \\ \cline{1-3}

\textbf{ShipmentTracker.sol} & 6468201 gwei & 388.092\$ & \multirow{-2}{\*}{55 gwei} & \multirow{-2}{\*}{1200\$} \\ \hline

\end{tabular}%

}

\caption {Cost of contract deployment}

\label{table:t3}

\end{table}

\begin{figure}[h]

\centering

**\includegraphics**[width=60mm,scale=0.5]{figs/STC}

\caption{Deploploying Shipment Tracker contract using MetaMask}

**\label{fig:STC}**

\end{figure}

### Cost of Storage on the Blockchain

In \ref{IPFS} it was mentioned that it becomes prohibitively expensive to store large chunks of data on the blockchain. Table \ref{table:t4} shows the cost of storage on the Ethereum blockchain. This table takes the best case scenario into consideration. In this scenario the minimum observed Eth price was used for calculation. We are only interested in logging values from one sensor, and additionally the log interval is quite large I.e. once every 1 hour. In reality we want our system to have in depth logs of each and every activity and the logging interval should be as small as possible. During IPFS testing we kept the logging interval at 5 minutes. This table makes it obvious it is not feasible to store logging information in the blockchain. \begin{table}[h]

\centering

\resizebox{\columnwidth}{!}{%

\begin{tabular}{|c|c|c|c|c|c|c|}

\cline{1-5} \cline{7-7}

\rowcolor[HTML]{5B82BA}

{\color[HTML]{FFFFFF} \textbf{Data size}} & {\color[HTML]{FFFFFF} \textbf{Gas Required}} & {\color[HTML]{FFFFFF} \textbf{\begin{tabular}[c]{@{}c@{}}Transaction Cost\\ (Eth)\end{tabular}}} & {\color[HTML]{FFFFFF} \textbf{ETH Price}} & \multicolumn{1}{l|}{\cellcolor[HTML]{5B82BA}{\color[HTML]{FFFFFF} \textbf{Interval}}} & \multicolumn{1}{l|}{\cellcolor[HTML]{5B82BA}{\color[HTML]{FFFFFF} \textbf{Sensors}}} & \multicolumn{1}{l|}{\cellcolor[HTML]{5B82BA}{\color[HTML]{FFFFFF} \textbf{\begin{tabular}[c]{@{}l@{}}Daily Cost\\ (Eth\*Eth Price\*24)\end{tabular}}}} \\ \hline

\textbf{256 bit word} & 20000 & 0.0006 & & & & 3.1968\$ \\ \cline{1-3} \cline{7-7}

\textbf{\begin{tabular}[c]{@{}c@{}}1MB \\ (31250 256-bit words)\end{tabular}} & 625000000 & 18.75 & & & & 99,900\$ \\ \cline{1-3} \cline{7-7}

\textbf{10MB} & 6250000000 & 187.5 & & & & 999,0000\$ \\ \cline{1-3} \cline{7-7}

\textbf{100MB} & 62500000000 & 1875 & \multirow{-4}{\*}{222\$} & \multirow{-4}{\*}{1 hr} & \multirow{-4}{\*}{1} & 9,990,000\$ \\ \hline

\end{tabular}%

}

\caption {Cost of Storage on Ethereum Blockchain}

\label{table:t4}

\end{table}

### Cost of Storing Violations and Requirements

The figure \ref{figure:txcost} shows screen shot taken from etherscan.io. Etherscan is an Ethereum blockchain explorer. It allows users to look at transactions based if they know its hash.

Sending violations or Requirements to the Shipment Tracker contract takes almost equivalent amount of gas. For the calculations shown in table \ref{table:t4} we used a transaction generated from the Master Node. The transaction was used to set temperature requirements for the IoT node. The gas price for this transaction was kept at 20 gwei. This transaction spent 0.00484134 Eth worth of gas. Which is equivalent to 1$ according to the Eth pricing as of 17 August 2018. Alternatively, if we take into account Eth pricing from January, the cost of this transaction becomes 5 dollars. Our tests have shown that sending violations to the blockchain takes almost the same amounts of gas. The table \ref{table:t4} given below shows daily operational cost based on best case and worst case scenarios. The worst case simulates violations issued for all four sensors attached to the IoT Node. In this case we are only storing each type of violation once, repeated violations will be stored in IPFS. The worst case also simulates a large organization with multiple suppliers and multiple shipments on route at the same time. The table calculations are based on 5 parallel supply lines.

\begin{table}[h]

\begin{tabular}{|c|c|c|c|c|c|c|}

\hline

\rowcolor[HTML]{5B82BA}

{\color[HTML]{FFFFFF} \textbf{}} & {\color[HTML]{FFFFFF} \textbf{Number of Violations}} & {\color[HTML]{FFFFFF} \textbf{Transaction Cost}} & {\color[HTML]{FFFFFF} \textbf{Gas Price}} & {\color[HTML]{FFFFFF} \textbf{Price of 1 ETH}} & \multicolumn{1}{l|}{\cellcolor[HTML]{5B82BA}{\color[HTML]{FFFFFF} \textbf{Number of Supply lines}}} & \multicolumn{1}{l|}{\cellcolor[HTML]{5B82BA}{\color[HTML]{FFFFFF} \textbf{Daily Cost}}} \\ \hline

\textbf{Best Case} & 0 & 0\$ & & & 1 & 0\$ \\ \cline{1-3} \cline{6-7}

\textbf{Worst Case} & 4 & 1\$ & \multirow{-2}{\*}{20 gwei} & \multirow{-2}{\*}{222\$} & \textgreater{}5 & 20\$ \\ \hline

\textbf{Best Case} & 0 & 0\$ & & & 1 & 0 \\ \cline{1-3} \cline{6-7}

\textbf{Worst Case} & 4 & 4\$ & \multirow{-2}{\*}{20 gwei} & \multirow{-2}{\*}{1200\$} & \textgreater{}5 & 80\$ \\ \hline

\end{tabular}

**\label{**table:t5**}**

\caption{Daily Operational Cost}

\end{table}

# Conclusion and Future Work

## Conclusion

Blockchain is a new and innovative approach for tracking, tracing and auditing data. In this thesis, we developed a decentralized system for tracking shipments. This system was implemented as a proof of concept. An enterprise level version of this solution will need additional supporting technologies and systems to operate smoothly. Some of these improvements are discussed in \ref{improve}. Our system can reduce cost and increase efficiency, and transparency. This is achieved by increasing automation during supply chain cycle. Traditional systems rely on employees manually entering shipping and logistics data in the monitoring systems. This is inefficient and prune to human errors. In our proposed system critical data is communicated automatically using IoT Nodes. Efficiency is further increased, by eliminated human errors, and providing real time critical data to the relevant stake holders.

Managers and Supply chain engineers can subscribe to important events and get real time information. This allows them to quickly react to changing situations. Our System democratizes trust by giving every stake holder access to the same information. Shippers, suppliers and company executives all have access to the same data. This system is fully decentralized and not under the control of any party. Our system can be easily configured or extended to suit the needs of different industries. It can be used for quality control of grocery and other consumer items. It can enable end users or customers to have complete confidence that the product was stored, shipped and handled in accordance with strict safety regulatory standards. It can be deployed to facilitate frictionless trade by reducing delays caused by custom and border checks. Custom procedures could be automated with IoT Node securely communicating customs declarations at the border. Similarly, quality and compliance checks can be expedited, IoT package would send compliance information to the concerned parties in advance or on demand.

## Limitations and Future Work \label{improve}

The current design of the proposed decentralized system is a much simplified version to explore the potential of using blockchain for Supply Chain Management and Shipment Tracking. Due to the complexities of Ethereum and the current state of blockchain technology many assumptions and tradeoffs were established for this project. As blockchain technology and platform matures certain features of this prototype can be improved. Some areas of improvement are identified below:

\textbf{Flexibility:} The current design requires the IoT Node to have access to a reliable internet connection throughout the shipping cycle. This insures shipping violations and logistics data is communicated in real time with all relevant stake holders. In real scenarios, guaranteeing access to reliable internet connection may not be possible. IoT design can be made more flexible by insuring that it functions in cases even when internet is not available. If the node senses loss of connectivity it can start logging data. The logged data would be communicated with the blockchain or IPFS whenever Internet connection is available. If human shippers are making deliveries, the IoT Node can use Bluetooth to communicate violations with the shipper in real time.

\textbf{Private Blockchain:} Private or Consortium blockchain platforms can be explored as an alternative for deploying this system. Private blockchain have obvious advantages in terms of security and performance compared. The obvious disadvantage is the lack of real decentralization and the need to trust third parties.

\textbf{Integrate State Channel based Solutions:} Off-chain solutions like Raiden and Perun have many benefits. They increase performance, improve reliability and efficiency and help to reduce costs. The current solution uses Raiden Network for making payments only. This is due to design limitations of Payment Channel technology on which Raiden is based on. Perun is an alternative off-chain solution for Ethereum blockchain. It proposes using State Channels which are capable of running any type of Smart Contract. If Perun lives up to its promise, it can be an interesting way to resolve some of the risks associated with running this system on a public blockchain. It would make our system resilient against network congestions. It can reduce operational costs and increase performance as channel transactions are free and instantaneous.

\Textbf{Miscellaneous Design Improvements:}

Certain design improvements can be made to existing system. The current system relies on suppliers or shippers to manually initialize the IoT Node with the tracking number. This step can be easily automated by assigning static device Id’s to each sensor nodes and using a remote server to assign dynamic tracking number to device Id’s at the start of each shipping cycle. To improve data confidentiality log files can be encrypted before uploading to IPFS. Another design improvement worth considering is integrating a supplier rating system in our system. The suppliers or shippers would be given a bad rating for less severe violations. Each violation is assigned a severity level i.e. medium, low, high and critical. Organization can use these ratings to keep track of the quality of service provided by their partners (shippers and suppliers).